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#### Abstract

We propose a nonlinear forward Feynman-Kac type equation, which represents the solution of a nonconservative semilinear parabolic Partial Differential Equations (PDE). We show in particular existence and uniqueness in the first part of the article. The second part is devoted to the construction of a probabilistic particle algorithm and the proof of its convergence. Illustrations of the efficiency of the algorithm are provided by numerical experiments.
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## 1 Introduction

In this paper, we are interested in proposing a forward probabilistic representation of the following semilinear Partial Differential Equation (PDE) on $[0, T] \times \mathbb{R}^{d}$

$$
\left\{\begin{array}{l}
\partial_{t} u=L_{t}^{*} u+u \Lambda(t, x, u, \nabla u)  \tag{1.1}\\
u(0, \cdot)=u_{0},
\end{array}\right.
$$

where $u_{0}$ is a Borel probability measure on $\mathbb{R}^{d}$ and $L^{*}$ is a partial differential operator of the type

$$
\begin{equation*}
\left(L_{t}^{*} \varphi\right)(x)=\frac{1}{2} \sum_{i, j=1}^{d} \partial_{i j}^{2}\left(a_{i, j}(t, x) \varphi\right)(x)-\sum_{i=1}^{d} \partial_{i}\left(g_{i}(t, x) \varphi\right)(x), \quad \text { for } \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right) . \tag{1.2}
\end{equation*}
$$

When $\Lambda=0$, equation (1.1) is reduced to the classical Fokker-Planck PDE, that has been extensively studied and for which very general existence/uniqueness results have been proved, see e.g. [3, 1]. In this

[^0]specific case, a forward probabilistic representation of (1.1) is related to the solution $Y$ of the Stochastic Differential Equation (SDE) associated with the infinitesimal generator $L$ and the initial condition $u_{0}$, i.e.
\[

\left\{$$
\begin{array}{l}
Y_{t}=Y_{0}+\int_{0}^{t} \Phi\left(s, Y_{s}\right) d W_{s}+\int_{0}^{t} g\left(s, Y_{s}\right) d s  \tag{1.3}\\
Y_{0} \sim u_{0},
\end{array}
$$\right.
\]

with $\Phi \Phi^{t}=a$. More precisely, if (1.3) admits a solution $Y$, then the marginal laws $\left(u_{t}(d x), t \geq 0\right)$ of $\left(Y_{t}, t \geq 0\right)$ satisfy the Fokker-Planck (also called forward Kolmogorov equation) which corresponds to PDE (1.1) when $\Lambda=0$. In this sense, the couple $(Y, u)$ is a (forward) probabilistic representation of (1.1).

In the case where $\Lambda \neq 0$, we propose a representation which is constituted by a couple $(Y, u)$, solution of the system

$$
\left\{\begin{array}{l}
Y_{t}=Y_{0}+\int_{0}^{t} \Phi\left(s, Y_{s}\right) d W_{s}+\int_{0}^{t} g\left(s, Y_{s}\right) d s, \quad Y_{0} \sim u_{0}  \tag{1.4}\\
\int_{\mathbb{R}^{d}} \varphi(x) u(t, x) d x=\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \Lambda\left(s, Y_{s}, u\left(s, Y_{s}\right), \nabla u\left(s, Y_{s}\right)\right)\right)\right], \quad \text { for } t \in(0, T], \varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right) .
\end{array}\right.
$$

The main starting point of the paper is the following. If $(Y, u)$ is a solution of (1.4), then $u$ solves (1.1) in the sense of distributions. This follows by a direct application of Itô formula and integration by parts.
A function $u$ solving the second line of (1.4) will be often identified as Feynman-Kac type representation of (1.1). We emphasize that a solution to equation (1.4) introduced here is a couple $(Y, u)$, where $Y$ is a process solving a classical SDE, and $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfies the second line equation of (1.4).

One could theoretically consider a variant of (1.4) where the functions $\Phi, g$ depend on $u$ so that the first equation of the system is a McKean type SDE, but its investigation goes beyond the scope of the present paper. Indeed, a solution $(Y, u)$ of that McKean system would be a solution of a more general non-linear equation than (1.1). In [17] and [16] we have fully analyzed a regularized version of that McKean type system, where $\Phi, g$ together with $\Lambda$ also depend on the unknown function $u$, but no dependence on $\nabla u$ was considered at that level. The first paper focuses on various results on existence and uniqueness, the second one on numerical approximation schemes. Even though, the present paper does not consider any McKean type non linearity, it extends the class of nonlinearities considered with respect to (w.r.t.) $\nabla u$. Indeed, the dependence of $\Lambda$ appears to be more singular than in [17], since it involves not only $u$ but also $\nabla u$ allowing to cover a different class of semilinear PDEs of the form (1.1). Besides, the probabilistic representation (1.4) will be directly related to the target PDE (1.1), whereas [17] provides a probabilistic representation related to an integro-differential equation corresponding to a regularization of the target PDE, without any theoretical result ensuring the convergence of the regularization to the target PDE.

In addition to the theoretical interest of the probabilistic representations in general, associated numerical schemes have also been the object of extensive developments in the literature. One major approach which has been largely investigated for approximating solutions of time evolutionary PDEs is the forwardbackward SDEs (FBSDEs) method. FBSDEs were initially developed in [19], see also [18] for a survey and [20] for a recent monograph on the subject. The idea is to express the PDE solution $v(t, \cdot)$ at time $t$ as the expectation of a functional of a so called forward diffusion process $X$, starting at time $t$. Based on that idea, many judicious numerical schemes have been proposed by [4. 10]. However, all those rely on computing recursively conditional expectation functions which is known to be a difficult task in high dimension. Besides, the FBSDE approach is blind in the sense that the forward process $X$ is not ensured to explore the most relevant space regions to approximate efficiently the solution of the FBSDE of interest. The FBSDE representation of fully nonlinear PDEs still requires complex developments and is the subject of active research, see for instance [5]. Branching diffusion processes provide alternative probabilistic representation of semilinear PDEs, involving a specific form of non-linearity on the zero order term. This type of approach
has been extended in [11, 13] to a more general class of non-linearities on the zero order term, with the so-called marked branching process. One of the main advantage of this approach compared to FBSDEs is that it does not involve any regression computation to calculate conditional expectations. More recently, an extension of the branching diffusion representation to a class of semilinear PDE has been proposed in [12]. The main idea of the present paper is to investigate the forward Feynman-Kac type representation (1.4) with an extended class of nonlinearities considered through the weighting function $\Lambda$, depending both on $u$ and $\nabla u$. Forward Feynman-Kac formula and various types of related particle approximation schemes were extensively analyzed in the reference books [6] and [7] but without considering the specific case of a time continuous system (1.4) coupled with a weighting function $\Lambda$ which depends nonlinearly on $u$ and $\nabla u$. An interesting aspect of this approach is that it is potentially able to represent fully nonlinear PDEs, by considering a more general class of functions $\Phi, g$ and $\Lambda$ which may depend non-linearly not only on $u, \nabla u$ but also on $\nabla^{2} u$. This more general setting could be investigated in a future work.

As we have mentioned, the focus of the paper is on (1.1) and on (1.4) which constitutes its natural probabilistic counterpart. The natural interpretation for (1.1) is the sense of distributions (weak solution), see Definition 2.11. which is equivalent to the mild sense which is formulated with the help of semigroups, see Definition 2.12. provided there is a unique solution when $\Lambda=0$, see Lemma 2.2. Under Lipschitz conditions on the second variable on $\Phi, g$, Theorem 3.5 makes the bridge between analysis and probability showing that (1.4) admits a solution if and only if (1.1) admits a solution. Under Assumption 2 Proposition 3.6 shows existence and uniqueness of the mild solution in $L^{1}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right)$. When $\Lambda$ does not depend on the gradient Theorem 3.9 shows well-posedness in the larger space $L^{1}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. Summarizing, the first contribution of the paper is the well-posedness of the non-linear diffusion equation (1.4), which is naturally associated with (1.1).
As a second main contribution we propose and analyze an original Monte Carlo scheme (5.31) to approximate the solution of (1.4) and consequently also of the solution $u$ of (1.1) which constitutes an equivalent (deterministic) form. This numerical scheme relies on three approximation steps: a regularization procedure based on a kernel convolution, a space discretization based on Monte Carlo simulations of the diffusion $Y(1.4)$ and a time discretization. Each resulting error is analyzed properly and their combination allows to establish the convergence of the numerical scheme in Theorem[5.6. Section4analyzes the convergence and its approximation rate in $L^{1}$ of the solution $u$ of (1.1) via a sequence of approximation $u^{\varepsilon}$ which are associated to the solution of a smoothed form of (1.1) i.e. (4.2). This is the object of Theorem 4.5 and Corollary 4.7 In Section 5, we present our original particle approximation scheme whose convergence is established in Proposition 5.2 and 5.5 Section6is finally devoted to numerical simulations.

## 2 Preliminaries

### 2.1 Notations

Let $d \in \mathbb{N}^{\star}$. Let us consider $\mathcal{C}^{d}:=\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$ metricized by the supremum norm $\|\cdot\|_{\infty}$, equipped with its Borel $\sigma$ - field $\mathcal{B}\left(\mathcal{C}^{d}\right)$ and endowed with the topology of uniform convergence.
Let $\left(E, d_{E}\right) . \mathcal{P}(E)$ denotes the Polish space (with respect to the weak convergence topology) of Borel probability measures on $E$ naturally equipped with its Borel $\sigma$-field $\mathcal{B}(\mathcal{P}(E))$. The reader can consult Proposition 7.20 and Proposition 7.23, Section 7.4 Chapter 7 in [2] for more exhaustive information. When $d=1$, we often omit it and we simply note $\mathcal{C}:=\mathcal{C}^{1} . \mathcal{C}_{b}(E)$ denotes the space of bounded, continuous real-valued
functions on $E$.
In this paper, $\mathbb{R}^{d}$ is equipped with the Euclidean scalar product • and $|x|$ stands for the induced norm for $x \in \mathbb{R}^{d}$. The gradient operator (w.r.t. $x \in \mathbb{R}^{d}$ ) for differentiable functions defined on $\mathbb{R}^{d}$ is denoted by $\nabla_{x}$. If there is no confusion, $\nabla$ will simply denote the gradient on $\mathbb{R}^{d} . M_{d, p}(\mathbb{R})$ denotes the space of $\mathbb{R}^{d \times p}$ real matrices equipped with the Frobenius norm (also denoted $|\cdot|$ ), i.e. the one induced by the scalar product $(A, B) \in M_{d, p}\left(\mathbb{R}^{d}\right) \times M_{d, p}(\mathbb{R}) \mapsto \operatorname{Tr}\left(A^{t} B\right)$ where $A^{t}$ stands for the transpose matrix of $A$ and $\operatorname{Tr}$ is the trace operator. $\mathcal{S}_{d}$ is the set of symmetric, non-negative definite $d \times d$ real matrices and $\mathcal{S}_{d}^{+}$the set of strictly positive definite matrices of $\mathcal{S}_{d}$.
$\mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ is the space of finite Borel measures on $\mathbb{R}^{d}$. When it is endowed with the weak convergence topology, $\mathcal{B}\left(\mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right)$ stands for its Borel $\sigma$-field. It is well-known that $\left(\mathcal{M}_{f}\left(\mathbb{R}^{d}\right),\|\cdot\|_{T V}\right)$ is a Banach space, where $\|\cdot\|_{T V}$ denotes the total variation norm.
$\mathcal{S}\left(\mathbb{R}^{d}\right)$ is the space of Schwartz fast decreasing test functions and $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ is its dual. $\mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$ is the space of bounded, continuous functions on $\mathbb{R}^{d}$ and $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ the space of smooth functions with compact support. For any positive integers $p, k \in \mathbb{N}, C_{b}^{k, p}:=C_{b}^{k, p}\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ denotes the set of continuously differentiable bounded functions $[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ with uniformly bounded derivatives with respect to the time variable $t$ (resp. with respect to space variable $x$ ) up to order $k$ (resp. up to order $p$ ). In particular, for $k=p=0$, $C_{b}^{0,0}$ coincides with the space of bounded, continuous functions also denoted by $\mathcal{C}_{b} . \mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{d}\right)$ is the space of bounded and smooth functions. $\mathcal{C}_{0}\left(\mathbb{R}^{d}\right)$ denotes the space of continuous functions with compact support in $\mathbb{R}^{d}$. For $r \in \mathbb{N}, W^{r, p}\left(\mathbb{R}^{d}\right)$ is the Sobolev space of order $r$ in $\left(L^{p}\left(\mathbb{R}^{d}\right),\|\cdot\|_{p}\right)$, with $1 \leq p \leq \infty$. $W_{l o c}^{1,1}\left(\mathbb{R}^{d}\right)$ denotes the space of functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that $f$ and $\nabla f$ (existing in the weak sense) belong to $L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$. For convenience we introduce the following notation.

- $V:[0, T] \times \mathcal{C}^{d} \times \mathcal{C} \times \mathcal{C}^{d}$ is defined for any functions $x \in \mathcal{C}^{d}, y \in \mathcal{C}$ and $z \in \mathcal{C}^{d}$, by

$$
\begin{equation*}
V_{t}(x, y, z):=\exp \left(\int_{0}^{t} \Lambda\left(s, x_{s}, y_{s}, z_{s}\right) d s\right) \quad \text { for any } t \in[0, T] \tag{2.1}
\end{equation*}
$$

The finite increments theorem gives, for all $(a, b) \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\exp (a)-\exp (b)=(b-a) \int_{0}^{1} \exp (\alpha a+(1-\alpha) b) d \alpha \tag{2.2}
\end{equation*}
$$

In particular, if $\Lambda$ is supposed to be bounded and Lipschitz w.r.t. to its space variables $(x, y, z)$, uniformly w.r.t. $t$, we observe that (2.2) implies for all $t \in[0, T], x, x^{\prime} \in \mathcal{C}^{d}, y, y^{\prime} \in \mathcal{C}, z, z^{\prime} \in \mathcal{C}^{d}$,

$$
\begin{equation*}
\left|V_{t}(x, y, z)-V_{t}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right| \leq L_{\Lambda} e^{t M_{\Lambda}} \int_{0}^{t}\left(\left|x_{s}-x_{s}^{\prime}\right|+\left|y_{s}-y_{s}^{\prime}\right|+\left|z_{s}-z_{s}^{\prime}\right|\right) d s \tag{2.3}
\end{equation*}
$$

$M_{\Lambda}$ (resp. $L_{\Lambda}$ ) denoting an upper bound of $|\Lambda|$ (resp. the Lipschitz constant of $\Lambda$ ), see also Assumption 2 In the whole paper, $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ will denote a filtered probability space and $W$ an $\mathbb{R}^{p}$-valued $\left(\mathcal{F}_{t}\right)$ Brownian motion.

### 2.2 Mild and Weak solutions

We first introduce the following assumption.
Assumption 1. 1. $\Phi$ and $g$ are functions defined on $[0, T] \times \mathbb{R}^{d}$ taking values in $M_{d, p}\left(\mathbb{R}^{d}\right)$ and $\mathbb{R}^{d}$. There exist $L_{\Phi}, L_{g}>0$ such that for any $t \in[0, T],\left(x, x^{\prime}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$,

$$
\begin{equation*}
\left|\Phi(t, x)-\Phi\left(t, x^{\prime}\right)\right| \leq L_{\Phi}\left|x-x^{\prime}\right| \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|g(t, x)-g\left(t, x^{\prime}\right)\right| \leq L_{g}\left|x-x^{\prime}\right| \tag{2.5}
\end{equation*}
$$

2. The functions $s \in[0, T] \mapsto|\Phi(s, 0)|$ and $s \in[0, T] \mapsto|g(s, 0)|$ are bounded.

In the whole paper we will write $a=\Phi \Phi^{t}$; in particular $a:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathcal{S}_{d}$. Through some definitions, we make here precise in which sense we will consider solutions of the PDE (1.1). We are interested in different concepts of solutions $u:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ of that semilinear PDE where, for $t \in[0, T], L_{t}$ is given by

$$
\begin{equation*}
\left(L_{t} \varphi\right)(x)=\frac{1}{2} \sum_{i, j=1}^{d} a_{i, j}(t, x) \partial_{i j}^{2} \varphi(x)+\sum_{i=1}^{d} g_{i}(t, x) \partial_{i} \varphi(x), \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right) \tag{2.6}
\end{equation*}
$$

Its "adjoint" $L_{t}^{*}$ defined in (1.2), verifies

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} L_{t} \varphi(x) \psi(x) d x=\int_{\mathbb{R}^{d}} \varphi(x) L_{t}^{*} \psi(x) d x,(\varphi, \psi) \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), t \in[0, T] \tag{2.7}
\end{equation*}
$$

and the initial condition $u_{0}$ of (1.1) has to be understood in the sense that

$$
\lim _{t \rightarrow 0} \int_{\mathbb{R}^{d}} \varphi(x) u_{t}(d x)=\int_{\mathbb{R}^{d}} \varphi(x) u_{0}(d x), \text { for all } \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)
$$

since, a priori, it can be irregular and not necessarily a function.
We observe that if $\Lambda=0$, (1.1) is the classical Fokker-Planck equation which can be understood in the sense of distributions, i.e., for all $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), t \in[0, T]$.

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} u(t, d x) \varphi(x)=\int_{\mathbb{R}^{d}} u_{0}(d x) \varphi(x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} u(s, d x)\left(L_{s} \varphi\right)(x) d s \tag{2.8}
\end{equation*}
$$

Under Assumption 1 it is well-known (see Introduction and Section 2.2, Chapter 2 in [21]), that there exists a good family of probability transition $P\left(s, x_{0}, t, \cdot\right)$ (see Introduction and Section 2.2, Chapter 2 in [21]), for which the Fokker-Planck equation (understood in the sense of distributions) is verified, i.e.

$$
\left\{\begin{array}{l}
\partial_{t} P\left(s, x_{0}, t, \cdot\right)=L_{t}^{*} P\left(s, x_{0}, t, \cdot\right)  \tag{2.9}\\
\lim _{t \downarrow s} P\left(s, x_{0}, t, \cdot\right)=\delta_{x_{0}}, \quad 0 \leq s<t \leq T, x_{0} \in \mathbb{R}^{d}
\end{array}\right.
$$

Given a random variable $Y_{0}$, classical theorems for SDE with Lipschitz coefficients imply strong existence and pathwise uniqueness for the SDE

$$
\begin{equation*}
d Y_{t}=\Phi\left(t, Y_{t}\right) d W_{t}+g\left(t, Y_{t}\right) d t \tag{2.10}
\end{equation*}
$$

By the classical theory of Markov processes (see e.g. Chapter 2 in [21]), we know that the transition probability function $P$, satisfying (2.9), defines and characterizes uniquely the law of the process $Y$, provided the law $u_{0}$ of $Y_{0}$ is specified. In particular, we have the following.

1. For $t \in[0, T]$, the marginal law of $Y_{t}$ is given for all $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{equation*}
\mathbb{E}\left[\varphi\left(Y_{t}\right)\right]=\int_{\mathbb{R}^{d}} u_{0}\left(d x_{0}\right) \int_{\mathbb{R}^{d}} \varphi(x) P\left(0, x_{0}, t, d x\right) \tag{2.11}
\end{equation*}
$$

2. For all $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$ and $0 \leq s<t \leq T$,

$$
\begin{equation*}
\mathbb{E}\left[\varphi\left(Y_{t}\right) \mid Y_{s}\right]=\int_{\mathbb{R}^{d}} \varphi(x) P\left(s, Y_{s}, t, d x\right) \tag{2.12}
\end{equation*}
$$

Let $\Lambda:[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ be bounded, Borel measurable, we recall the notions of weak solution and mild solution associated to (1.1).

Definition 2.1. Let $u:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ be a Borel function such that for every $\left.\left.t \in\right] 0, T\right], u(t, \cdot) \in W_{\mathrm{loc}}^{1,1}\left(\mathbb{R}^{d}\right)$.

1. $u$ will be called weak solution of (1.1) if for all $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) u(t, x) d x-\int_{\mathbb{R}^{d}} \varphi(x) u_{0}(d x)= & \int_{0}^{t} \int_{\mathbb{R}^{d}} u(s, x) L_{s} \varphi(x) d x d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \varphi(x) \Lambda(s, x, u(s, x), \nabla u(s, x)) u(s, x) d x d s \tag{2.13}
\end{align*}
$$

2. $u$ will be called mild solution of (1.1) if for all $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) u(t, x) d x= & \int_{\mathbb{R}^{d}} \varphi(x) \int_{\mathbb{R}^{d}} u_{0}\left(d x_{0}\right) P\left(0, x_{0}, t, d x\right) \\
& +\int_{[0, t] \times \mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \varphi(x) P\left(s, x_{0}, t, d x\right)\right) \Lambda\left(s, x_{0}, u\left(s, x_{0}\right), \nabla u\left(s, x_{0}\right)\right) u\left(s, x_{0}\right) d x_{0} d s \tag{2.14}
\end{align*}
$$

The object of the first lemma below is to show to what extent the concept of mild solution is equivalent to the weak one.

Lemma 2.2. We assume there exists a unique weak solution $v$ of

$$
\left\{\begin{array}{l}
\partial_{t} v=L_{t}^{*} v  \tag{2.15}\\
v(0, \cdot)=0
\end{array}\right.
$$

where $L_{t}^{*}$ is given by (1.2).
Then, $u$ is a mild solution of (1.1) if and only if $u$ is a weak solution of (1.1)
Remark 2.3. There exist several sets of technical assumptions (see e.g. (3, 9]) leading to the uniqueness assumed in Lemma 2.2 above. In particular, under items 1., 2. and 3. of Assumption 2 stated below (which will constitutes our framework in the sequel), Theorem 4.7 in Chapter 4 of [9] ensures (classical) existence and uniqueness of the solution of (2.15), see also Lemma 7.4 below.

Proof. We first suppose that $u$ is a mild solution of (1.1). Taking into account that $P\left(s, x_{0}, t, \cdot\right)$ is a distributional solution of (2.9), classical computations show that $u$ is indeed a weak solution of (1.1).
Conversely, suppose that $u$ is a weak solution of (1.1), in the sense of Definition 2.1 We also consider

$$
\begin{align*}
\bar{v}(t, d x) & :=\int_{\mathbb{R}} P\left(0, x_{0}, t, d x\right) u_{0}\left(d x_{0}\right)+\int_{0}^{t} d s \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) u\left(s, d x_{0}\right) \Lambda\left(s, x_{0}, u\left(s, x_{0}\right), \nabla u\left(s, x_{0}\right)\right) d x_{0} \\
& =\int_{\mathbb{R}} P\left(0, x_{0}, t, d x\right) u_{0}\left(d x_{0}\right)+\int_{0}^{t} d s \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) \bar{\Lambda}(u)\left(s, x_{0}\right) d x_{0} \tag{2.16}
\end{align*}
$$

where $\bar{\Lambda}(u)(t, x):=u(s, x) \Lambda(s, x, u(s, x), \nabla u(s, x))$ for $(s, x) \in[0, T] \times \mathbb{R}^{d}$. We want to ensure that $u=\bar{v}$. On the one hand, integrating the function $\bar{v}(t, \cdot)$ against a test function and using again that $P\left(s, x_{0}, t, \cdot\right)$ is a distributional solution of (2.9), we obtain that $\bar{v}$ is a weak solution of

$$
\left\{\begin{array}{l}
\partial_{t} \bar{v}=L_{t}^{*} \bar{v}+\bar{\Lambda}(u)  \tag{2.17}\\
\bar{v}(0, \cdot)=u_{0}
\end{array}\right.
$$

On the other hand, $u$ being a weak solution of (1.1), it also satisfies (2.17) (in the sense of distributions). We set $v:=\bar{v}-u$. It follows that $v$ and $\hat{v}:=0$ both satisfy (2.15). Uniqueness of the solution of (2.15) implies that $v=0$, which concludes the proof.

## 3 Feynman-Kac type representation

We suppose here the validity of Assumption 1 Let $u_{0} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ and fix a random variable $Y_{0}$ distributed according to $u_{0}$ and consider the strong solution $Y$ of (2.10).
The aim of this section is to show how a mild solution of (1.1) can be linked with a Feynman-Kac type equation, where we recall that a solution is given by a function $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfying the second line equation of (1.4).

Given $\tilde{\Lambda}:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ a bounded, Borel measurable function, let us consider the measure-valued $\operatorname{map} \mu:[0, T] \longrightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ defined by

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi(x) \mu(t, d x)=\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \tilde{\Lambda}\left(s, Y_{s}\right) d s\right)\right], \text { for all } \varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right), t \in[0, T] \tag{3.1}
\end{equation*}
$$

The first proposition below shows how the map $t \mapsto \mu(t, \cdot)$ can be characterized as a solution of the linear parabolic PDE

$$
\left\{\begin{array}{l}
\partial_{t} v=L_{t}^{*} v+\tilde{\Lambda}(t, x) v  \tag{3.2}\\
v(0, \cdot)=u_{0}
\end{array}\right.
$$

Before stating the corresponding proposition, we introduce the notion of measure-mild solution.
Definition 3.1. A measure-valued map $\mu:[0, T] \rightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ will be called measure-mild solution of (3.2) if for all $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) \mu(t, d x)= & \int_{\mathbb{R}^{d}} \varphi(x) \int_{\mathbb{R}^{d}} u_{0}\left(d x_{0}\right) P\left(0, x_{0}, t, d x\right) \\
& +\int_{[0, t] \times \mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} P\left(r, x_{0}, t, d x\right) \varphi(x)\right) \tilde{\Lambda}\left(r, x_{0}\right) \mu\left(r, d x_{0}\right) d r \tag{3.3}
\end{align*}
$$

Remark 3.2. 1. Since $\mu$ is a (finite) measure valued function, by usual approximation arguments, it is not difficult to show that an equivalent formulation for Definition 2.1] can be expressed taking $\varphi$ in $\mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$ instead of $\varphi \in$ $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)$.
2. Although the definition of mild solution (see item 2. of Definition of 2.1) and the one of measure-mild solution seem to be formally close, the two concepts do not make sense in the same situations. Indeed, the notion of mild-solution makes sense for PDEs with nonlinear terms of the general form $\Lambda(t, x, u, \nabla u)$, whereas a measure-mild solution can exist only for linear PDEs. However, in the case where a measure $\mu$ on $\mathbb{R}^{d}$, absolutely continuous w.r.t. the Lebesgue measure $d x$, is a measure-mild solution of the linear PDE (3.2), its density indeed coincides with the mild solution (in the sense of item 2. of Definition 2.1) of (3.2).

Proposition 3.3. Under Assumption the measure-valued map $\mu$ defined by (3.1) is the unique measure-mild solution of

$$
\left\{\begin{array}{l}
\partial_{t} v=L_{t}^{*} v+\tilde{\Lambda}(t, x) v  \tag{3.4}\\
v(0, \cdot)=u_{0}
\end{array}\right.
$$

where the operator $L_{t}^{*}$ is defined by (1.2).

Proof. We first prove that a function $\mu$ defined by (3.1) is a measure-mild solution of (3.4).
Observe that for all $t \in[0, T]$,

$$
\begin{equation*}
\exp \left(\int_{0}^{t} \tilde{\Lambda}\left(r, Y_{r}\right) d r\right)=1+\int_{0}^{t} \tilde{\Lambda}\left(r, Y_{r}\right) e^{\int_{0}^{r} \tilde{\Lambda}\left(s, Y_{s}\right) d s} d r \tag{3.5}
\end{equation*}
$$

From (3.1), it follows that for all test function $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ and $t \in[0, T]$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) \mu(t, d x) & =\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \tilde{\Lambda}\left(r, Y_{r}\right) d r\right)\right] \\
& =\mathbb{E}\left[\varphi\left(Y_{t}\right)\right]+\int_{0}^{t} \mathbb{E}\left[\varphi\left(Y_{t}\right) \tilde{\Lambda}\left(r, Y_{r}\right) e^{\int_{0}^{r} \tilde{\Lambda}\left(s, Y_{s}\right) d s}\right] d r \tag{3.6}
\end{align*}
$$

On the one hand, by (2.11), we have

$$
\begin{equation*}
\mathbb{E}\left[\varphi\left(Y_{t}\right)\right]=\int_{\mathbb{R}^{d}} u_{0}\left(d x_{0}\right) \int_{\mathbb{R}^{d}} \varphi(x) P\left(0, x_{0}, t, d x\right), \quad \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right) \text { and } t \in[0, T] \tag{3.7}
\end{equation*}
$$

On the other hand, using (2.12) yields, for $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), 0 \leq r \leq t$,

$$
\begin{align*}
\mathbb{E}\left[\varphi\left(Y_{t}\right) \tilde{\Lambda}\left(r, Y_{r}\right) e^{\int_{0}^{r} \tilde{\Lambda}\left(s, Y_{s}\right) d s}\right] & =\mathbb{E}\left[\tilde{\Lambda}\left(r, Y_{r}\right) e^{\int_{0}^{r} \tilde{\Lambda}\left(s, Y_{s}\right) d s} \mathbb{E}\left[\varphi\left(Y_{t}\right) \mid Y_{r}\right]\right] \\
& =\mathbb{E}\left[\left(\tilde{\Lambda}\left(r, Y_{r}\right) \int_{\mathbb{R}^{d}} \varphi(x) P\left(r, Y_{r}, t, d x\right)\right) e^{\int_{0}^{r} \tilde{\Lambda}\left(s, Y_{s}\right) d s}\right] \\
& =\int_{\mathbb{R}^{d}}\left(\tilde{\Lambda}\left(r, x_{0}\right) \int_{\mathbb{R}^{d}} \varphi(x) P\left(r, x_{0}, t, d x\right)\right) \mu\left(r, d x_{0}\right) \tag{3.8}
\end{align*}
$$

where the third equality above comes from (3.1) applied to the bounded, measurable test function $z \mapsto$ $\tilde{\Lambda}(r, z) \int_{\mathbb{R}^{d}} \varphi(x) P(r, z, t, d x)$. Injecting (3.8) and (3.7) in the right-hand side (r.h.s.) of (3.6) gives for all $\varphi \in$ $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) \mu(t, d x)= & \int_{\mathbb{R}^{d}} u_{0}\left(d x_{0}\right) \int_{\mathbb{R}^{d}} P\left(0, x_{0}, t, d x\right) \varphi(x) d x \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \mu\left(r, d x_{0}\right) \tilde{\Lambda}\left(r, x_{0}\right) \int_{\mathbb{R}^{d}} P\left(r, x_{0}, t, d x\right) \varphi(x) d r \tag{3.9}
\end{align*}
$$

It remains now to prove uniqueness of the measure-mild solution of (3.4).
We recall that $\mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ denotes the vector space of finite Borel measures on $\mathbb{R}^{d}$, that is here equipped with the total variation norm $\|\cdot\|_{T V}$. We also recall that an equivalent definition of the total variation norm is given by

$$
\begin{equation*}
\|\mu\|_{T V}=\sup _{\substack{\psi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right) \\\|\psi\|_{\infty} \leq 1}}\left|\int_{\mathbb{R}^{d}} \psi(x) \mu(d x)\right| \tag{3.10}
\end{equation*}
$$

Consider $t \in[0, T]$ and let $\mu_{1}, \mu_{2}$ be two measure-mild solutions of PDE (3.4. We set $\nu:=\mu_{1}-\mu_{2}$. Since $\tilde{\Lambda}$ is bounded, we observe that (3.1) implies $\|\nu(t, \cdot)\|_{T V}<+\infty$. Moreover, taking into account item 1. of Remark 3.2. we have that $\nu$ satisfies,

$$
\begin{equation*}
\forall \varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right), \int_{\mathbb{R}^{d}} \varphi(x) \nu(t, d x)=\int_{0}^{t} \int_{\mathbb{R}^{d}} \tilde{\Lambda}\left(r, x_{0}\right) \nu\left(r, d x_{0}\right) \int_{\mathbb{R}^{d}} \varphi(x) P\left(r, x_{0}, t, d x\right) d r \tag{3.11}
\end{equation*}
$$

Taking the supremum over $\varphi$ s.th. $\|\varphi\|_{\infty} \leq 1$ in each side of (3.11), we get

$$
\begin{equation*}
\|\nu(t, \cdot)\|_{T V} \leq \sup _{(s, x) \in[0, T] \times \mathbb{R}^{d}}|\tilde{\Lambda}(s, x)| \int_{0}^{t}\|\nu(r, \cdot)\|_{T V} d r \tag{3.12}
\end{equation*}
$$

Gronwall's lemma implies that $\nu(t, \cdot)=0$. Uniqueness of measure-mild solution for (3.4) follows. This ends the proof.

The next lemma shows how a measure-mild solution of (3.4), which is a function defined on $[0, T]$ can be built by defining it recursively on each sub-interval of the form $[r, r+\tau]$. In particular, it will be used in Theorem 3.6 and Proposition 4.4. Its proof is postponed in Appendix (see Section 7.3).

Lemma 3.4. Let us fix $\tau>0$ be a real constant and $\delta:=\left(\alpha_{0}:=0<\cdots<\alpha_{k}:=k \tau<\cdots<\alpha_{N}:=T\right)$ be a finite partition of $[0, T]$.
A measure-valued map $\mu:[0, T] \rightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ satisfies

$$
\left\{\begin{array}{l}
\mu(0, \cdot)=u_{0}  \tag{3.13}\\
\mu(t, d x)=\int_{\mathbb{R}^{d}} P\left(k \tau, x_{0}, t, d x\right) \mu\left(k \tau, d x_{0}\right)+\int_{k \tau}^{t} d s \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) \tilde{\Lambda}\left(s, x_{0}\right) \mu\left(s, d x_{0}\right),
\end{array}\right.
$$

for all $t \in[k \tau,(k+1) \tau]$ and $k \in\{0, \cdots, N-1\}$, if and only if $\mu$ is a measure-mild solution (in the sense of Definition 3.1) of (3.4).

We now come back to the case where the bounded, Borel measurable real-valued function $\Lambda$ is defined on $[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d}$. Let $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ belonging to $L^{1}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right)$. In the sequel, we set $\tilde{\Lambda}^{u}(t, x):=\Lambda(t, x, u(t, x), \nabla u(t, x)) . \mu^{u}$ will denote the measure-valued map $\mu$ defined by (3.1) with $\tilde{\Lambda}=\tilde{\Lambda}^{u}$, i.e.,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi(x) \mu^{u}(t, d x)=\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \tilde{\Lambda}^{u}\left(s, Y_{s}\right) d s\right)\right], \text { for all } \varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right), t \in[0, T] \tag{3.14}
\end{equation*}
$$

By Proposition 3.3, it follows that $\mu^{u}$ is the unique measure-mild solution of the linear PDE (3.4) with $\tilde{\Lambda}=\tilde{\Lambda}^{u}$. (3.14) can be interpreted as a Feynman-Кас type representation for the measure-mild solution $\mu^{u}$ of the linear PDE (3.4), for the corresponding $\tilde{\Lambda}^{u}$. More generally, Theorem 3.5 below establishes such representation formula for a mild solution of the semilinear PDE (1.1).

Theorem 3.5. Assume that Assumption 1 is fulfilled. We indicate by $Y$ the unique strong solution of (2.10).
Suppose that $\Lambda:[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is bounded and Borel measurable. A function $u:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ in $L^{1}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right)$ is a mild solution of (1.1) if and only if, for all $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi(x) u(t, x) d x=\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \Lambda\left(s, Y_{s}, u\left(s, Y_{s}\right), \nabla u\left(s, Y_{s}\right)\right)\right)\right] \tag{3.15}
\end{equation*}
$$

A function $u$ verifying (3.15) will be called a Feynman-Kac type representation of (1.1).
Proof. We first suppose that $u$ is a mild solution of (1.1). The aim is then to show that $u$ satisfies the Feynman-Kac equation (3.15).
Since $\Lambda$ is supposed to be bounded, Borel and $u$ is Borel, it is clear that

$$
\begin{equation*}
\tilde{\Lambda}^{u}(t, x):=\Lambda(t, x, u(t, x), \nabla u(t, x)), \tag{3.16}
\end{equation*}
$$

is bounded and Borel measurable. On the one hand, by applying Proposition 3.3 with $\tilde{\Lambda}^{u}$, it follows that $\mu^{u}$ (defined by (3.14) is the unique measure-mild solution of

$$
\left\{\begin{array}{l}
\partial_{t} v=L_{t}^{*} v+\tilde{\Lambda}^{u}(t, x) v  \tag{3.17}\\
v(0, \cdot)=u_{0}
\end{array}\right.
$$

On the other hand, since $u$ is supposed to be a mild solution of (1.1), $u(t, x) d x$ is also a measure-mild solution of (3.17). By uniqueness of the solution of 3.17), for all $t \in[0, T]$, we have $u(t, x) d x=\mu^{u}(t, d x)$.

Taking into account item 1. of Remark 3.2] it implies for all $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \varphi(x) u(t, x) d x & =\int_{\mathbb{R}^{d}} \varphi(x) \mu^{u}(t, d x) \\
& =\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \tilde{\Lambda}^{u}\left(s, Y_{s}\right)\right) d s\right], \text { by (3.14) } \\
& =\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \Lambda\left(s, Y_{s}, u\left(s, Y_{s}\right), \nabla u\left(s, Y_{s}\right)\right) d s\right)\right], \text { by (3.16 . }
\end{aligned}
$$

Conversely, suppose that $u$ satisfies the Feynman-Kac equation (3.15). Recalling (3.16) and setting $\bar{\mu}(t, d x):=u(t, x) d x$, (3.15) can be re-written

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi(x) \bar{\mu}(t, d x)=\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \tilde{\Lambda}^{u}\left(s, Y_{s}\right) d s\right)\right], \quad \varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right), t \in[0, T] \tag{3.18}
\end{equation*}
$$

Proposition 3.3 applied again with $\tilde{\Lambda}^{u}$ shows that $\bar{\mu}$ is the unique measure-mild solution of (3.17). In particular for every $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) u(t, x) d x= & \int_{\mathbb{R}^{d}} \varphi(x) \bar{\mu}(t, d x) \\
= & \int_{\mathbb{R}^{d}} u_{0}\left(d x_{0}\right) \int_{\mathbb{R}^{d}} P\left(0, x_{0}, t, d x\right) \varphi(x) d x \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} P\left(r, x_{0}, t, d x\right) \varphi(x)\right) \Lambda\left(r, x_{0}, u\left(r, x_{0}\right), \nabla u\left(r, x_{0}\right)\right) u\left(r, x_{0}\right) d x_{0} d r \tag{3.19}
\end{align*}
$$

This shows that $u$ is a mild solution of (1.1) and concludes the proof.
We now precise more restrictive assumptions to ensure regularity properties of the transition probability function $P\left(s, x_{0}, t, d x\right)$ used in the sequel.

Assumption 2. 1. $\Phi$ and $g$ are functions defined on $[0, T] \times \mathbb{R}^{d}$ taking values respectively in $M_{d, p}(\mathbb{R})$ and $\mathbb{R}^{d}$. There exist $\alpha \in] 0,1], C_{\alpha}, L_{\Phi}, L_{g}>0$, such that for any $\left(t, t^{\prime}, x, x^{\prime}\right) \in[0, T] \times[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d}$,

$$
\left|\Phi(t, x)-\Phi\left(t, x^{\prime}\right)\right| \leq C_{\alpha}\left|t-t^{\prime}\right|^{\alpha}+L_{\Phi}\left|x-x^{\prime}\right|
$$

and

$$
\left|g(t, x)-g\left(t^{\prime}, x^{\prime}\right)\right| \leq C_{\alpha}\left|t-t^{\prime}\right|^{\alpha}+L_{g}\left|x-x^{\prime}\right| .
$$

2. $\Phi$ and $g$ belong to $C_{b}^{0,3}$. In particular, $\Phi, g$ are uniformly bounded and $M_{\Phi}$ (resp. $M_{g}$ ) denote the upper bound of $|\Phi|$ (resp. $|g|$ ).
3. $\Phi$ is non-degenerate, i.e. there exists $c>0$ such that for all $x \in \mathbb{R}^{d}$

$$
\begin{equation*}
\inf _{s \in[0, T]} \inf _{v \in \mathbb{R}^{d} \backslash\{0\}} \frac{\left\langle v, \Phi(s, x) \Phi^{t}(s, x) v\right\rangle}{|v|^{2}} \geq c>0 . \tag{3.20}
\end{equation*}
$$

4. $\Lambda$ is a Borel real-valued function defined on $[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d}$ and Lipschitz uniformly w.r.t. $(t, x)$ i.e. there exists a finite positive real, $L_{\Lambda}$, such that for any $\left(t, x, z_{1}, z_{1}^{\prime}, z_{2}, z_{2}^{\prime}\right) \in[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{2} \times\left(\mathbb{R}^{d}\right)^{2}$, we have

$$
\begin{equation*}
\left|\Lambda\left(t, x, z_{1}, z_{2}\right)-\Lambda\left(t, x, z_{1}^{\prime}, z_{2}^{\prime}\right)\right| \leq L_{\Lambda}\left(\left|z_{1}-z_{1}^{\prime}\right|+\left|z_{2}-z_{2}^{\prime}\right|\right) \tag{3.21}
\end{equation*}
$$

5. $\Lambda$ is supposed to be uniformly bounded: let $M_{\Lambda}$ be an upper bound for $|\Lambda|$.
6. $u_{0}$ is a Borel probability measure on $\mathbb{R}^{d}$ admitting a bounded density (still denoted by the same letter) belonging to $W^{1,1}\left(\mathbb{R}^{d}\right)$.

Theorem 3.6. Under Assumption 2 there exists a unique mild solution $u$ of (1.1) in $L^{1}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right) \cap$ $L^{\infty}\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$.

The idea of the proof will be first to construct a unique "mild solution" $u^{k}$ of (1.1) on each subintervals of the form $[k \tau,(k+1) \tau]$ with $k \in\{0, \cdots, N-1\}$ and $\tau>0$ a constant supposed to be fixed for the moment. This will be the object of Lemma 3.7. Secondly we will show that the function $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$, defined by being equal to $u^{k}$ on each $[k \tau,(k+1) \tau]$, is indeed a mild solution of (1.1) on $[0, T] \times \mathbb{R}^{d}$. This will be a consequence of Lemma3.4 Finally, uniqueness will follow classically from Lipschitz property of $\Lambda$.

Let us fix $\phi \in L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$. For $r \in[0, T-\tau]$, we first define a function $\widehat{u_{0}}$ on $[r, r+\tau] \times \mathbb{R}^{d}$ by setting

$$
\begin{equation*}
\widehat{u_{0}}(r, \phi)(t, x):=\int_{\mathbb{R}^{d}} p\left(r, x_{0}, t, x\right) \phi\left(x_{0}\right) d x_{0},(t, x) \in[r, r+\tau] \times \mathbb{R}^{d} \tag{3.22}
\end{equation*}
$$

Consider now the map $\Pi: L^{1}\left([r, r+\tau], W^{1,1}\left(\mathbb{R}^{d}\right)\right) \rightarrow L^{1}\left([r, r+\tau], W^{1,1}\left(\mathbb{R}^{d}\right)\right)$ given by

$$
\begin{gather*}
\Pi(v)(t, x):=\int_{r}^{t} d s \int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right) \Lambda\left(s, x_{0}, v+\widehat{u_{0}}(r, \phi), \nabla\left(v+\widehat{u_{0}}(r, \phi)\right)\right)\left(v+\widehat{u_{0}}\right)(r, \phi)\left(s, x_{0}\right) d x_{0},  \tag{3.23}\\
\Lambda(t, z, v, \nabla v):=\Lambda(t, z, v(t, z), \nabla v(t, z)) \quad \text { with } \quad(t, z) \in[0, T] \times \mathbb{R}^{d}, \tag{3.24}
\end{gather*}
$$

that will also be used in the sequel.
Later, the dependence on $r, \phi$ will be omitted when it is self-explanatory. Since $\phi$ and $u_{0}$ belong to $L^{1}\left(\mathbb{R}^{d}\right) \cap$ $L^{\infty}\left(\mathbb{R}^{d}\right)$, we have

$$
\begin{equation*}
\left\|\widehat{u_{0}}(t, \cdot)\right\|_{1} \leq\|\phi\|_{1} \quad \text { and } \quad\left\|\widehat{u_{0}}(t, \cdot)\right\|_{\infty} \leq\|\phi\|_{\infty}, \text { if } t \in[r, r+\tau] . \tag{3.25}
\end{equation*}
$$

The lemma below establishes, under a suitable choice of $\tau>0$, existence and uniqueness of the mild solution on $[r, r+\tau]$, with initial condition $\phi$ at time $r$, i.e. existence and uniqueness of the fixed-point for the application $\Pi$.

Lemma 3.7. Assume the validity of Assumption 2 Let $\phi \in L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$.
Let $M>0$ such that $M \geq \max \left(\|\phi\|_{\infty} ;\|\phi\|_{1}\right)$. Then, there is $\tau>0$ only depending on $M_{\Lambda}$ and on $C_{u}, c_{u}$ (the constants coming from inequality (7.17), only depending on $\Phi, g$ ) such that for any $r \in[0, T-\tau], \Pi$ admits a unique fixed-point in $L^{1}([r, r+\tau], B(0, M)) \cap B_{\infty}(0, M)$, where $B(0, M)$ (resp. $\left.B_{\infty}(0, M)\right)$ denotes the centered ball in $W^{1,1}\left(\mathbb{R}^{d}\right)\left(\right.$ resp. $\left.L^{\infty}\left([r, r+\tau] \times \mathbb{R}^{d}, \mathbb{R}\right)\right)$ of radius $M$.

Proof. We first insist on the fact that all along the proof, the dependence of $\widehat{u}_{0}$ w.r.t. $r, \phi$ in (3.23) will be omitted to simplify notations. Let us fix $r \in[0, T-\tau]$.
By item 1. of Lemma7.4, the transition probabilities are absolutely continuous and $P\left(s, x_{0}, t, d x\right)=p\left(s, x_{0}, t, x\right) d x$ for some Borel function $p$. The rest of the proof relies on a fixed-point argument in the Banach space $L^{1}\left([r, r+\tau], W^{1,1}\left(\mathbb{R}^{d}\right)\right)$ equipped with the norm $\|f\|_{1,1}:=\int_{r}^{r+\tau}\|f(s, \cdot)\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s$ and for the map $\Pi$ (3.23). Moreover, we emphasize that $L^{1}([r, r+\tau], B(0, M)) \cap B_{\infty}(0, M)$ is complete as a closed subset of $L^{1}([r, r+\tau], B(0, M))$.

We first check that $\Pi\left(L^{1}([r, r+\tau], B(0, M)) \cap B_{\infty}(0, M)\right) \subset L^{1}([r, r+\tau], B(0, M)) \cap B_{\infty}(0, M)$. Let us fix $v \in L^{1}([r, r+\tau], B(0, M)) \cap B_{\infty}(0, M)$. Indeed, for $t \in[r, r+\tau]$,

$$
\begin{align*}
\|\Pi(v)(t, \cdot)\|_{1} & =\int_{\mathbb{R}^{d}}|\Pi(v)(t, x)| d x \\
& \leq M_{\Lambda} \int_{r}^{t}\left(\|v(s, \cdot)\|_{1}+\left\|\widehat{u_{0}}(s, \cdot)\right\|_{1}\right) d s \\
& \leq 2 M_{\Lambda} M \tau \tag{3.26}
\end{align*}
$$

where we have used the fact that $x \mapsto p\left(s, x_{0}, t, x\right)$ is a probability density, the boundedness of $\Lambda$ and the bounds $\|v(s, \cdot)\|_{1} \leq M$ and $\left\|\widehat{u_{0}}(s, \cdot)\right\|_{1} \leq M$ for $s \in[r, r+\tau]$.
Let us fix $t \in[r, r+\tau]$. Since the transition probability function $x \mapsto p\left(s, x_{0}, t, x\right)$ is twice continuously differentiable for $0 \leq s<t \leq T$ (see item 2. of Lemma 7.4) and taking into account inequality (7.17), we differentiate under the integral sign to obtain that $\nabla \Pi(v)(t, \cdot)$ exists (in the sense of distributions) and is a real-valued function such that for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\nabla \Pi(v)(t, x)=\int_{r}^{t} d s \int_{\mathbb{R}^{d}} \nabla_{x} p\left(s, x_{0}, t, x\right)\left(v+\widehat{u_{0}}\right)\left(s, x_{0}\right) \Lambda\left(s, x_{0}, v+\widehat{u_{0}}, \nabla\left(v+\widehat{u_{0}}\right)\right) d x_{0} \tag{3.27}
\end{equation*}
$$

Integrating each side of (3.27) on $\mathbb{R}^{d}$ w.r.t. $d x$ and using inequality (7.17) (with $\left(m_{1}, m_{2}\right)=(0,1)$ ) yield

$$
\begin{align*}
\|\nabla \Pi(v)(t, \cdot)\|_{1} & =\int_{\mathbb{R}^{d}}|\nabla \Pi(v)(t, x)| d x \\
& \leq M_{\Lambda} \int_{r}^{t} \frac{d s}{\sqrt{t-s}} \int_{\mathbb{R}^{d}} d x \int_{\mathbb{R}^{d}} C_{u} \frac{e^{\frac{-c_{u}\left|x-x_{0}\right|}{t-s}}}{\sqrt{(t-s)^{d}}}\left(\left|v\left(s, x_{0}\right)\right|+\left|\widehat{u_{0}}\left(s, x_{0}\right)\right|\right) d x_{0} \\
& =\hat{C} M_{\Lambda} \int_{r}^{t} \frac{d s}{\sqrt{t-s}} \int_{\mathbb{R}^{d}}\left(\left|v\left(s, x_{0}\right)\right|+\left|\widehat{u_{0}}\left(s, x_{0}\right)\right|\right) d x_{0} \\
& \leq \hat{C} M_{\Lambda} \int_{r}^{t}\left(\|v(s, \cdot)\|_{1}+\left\|\widehat{u_{0}}(s, \cdot)\right\|_{1}\right) \frac{d s}{\sqrt{t-s}} \\
& \leq 4 \hat{C} M_{\Lambda} M \sqrt{\tau} \tag{3.28}
\end{align*}
$$

with $\hat{C}:=\hat{C}\left(C_{u}, c_{u}\right)>0$ and $C_{u}, c_{u}$ are the constants coming from inequality (7.17) and only depending on $\Phi$ and $g$. Consequently, taking into account (3.26) and (3.28), we obtain,

$$
\begin{equation*}
\|\Pi(v)\|_{1,1}=\int_{r}^{r+\tau}\|\Pi(v)(t, \cdot)\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d t \leq 2 M M_{\Lambda}\left(\tau^{2}+2 \hat{C} \tau \sqrt{\tau}\right) \tag{3.29}
\end{equation*}
$$

Moreover using again inequality (7.17), with $\left(m_{1}, m_{2}\right)=(0,0)$, gives existence of a constant $\bar{C}:=\bar{C}\left(C_{u}, c_{u}\right)$ such that

$$
\begin{equation*}
\|\Pi(v)\|_{\infty} \leq 2 \bar{C} M M_{\Lambda} \tau \tag{3.30}
\end{equation*}
$$

Now, setting

$$
\begin{equation*}
\tau:=\min \left(\sqrt{\frac{1}{6 M_{\Lambda}}} ;\left(\frac{1}{12 \hat{C} M_{\Lambda}}\right)^{\frac{2}{3}} ; \frac{1}{6 \bar{C} M_{\Lambda}}\right) \tag{3.31}
\end{equation*}
$$

we have

$$
2 M M_{\Lambda}\left(\tau^{2}+2 \hat{C} \tau \sqrt{\tau}\right) \leq \frac{2 M}{3} \quad \text { and } \quad 2 \bar{C} M M_{\Lambda} \tau \leq \frac{M}{3}
$$

which implies

$$
\|\Pi(v)\|_{1,1} \leq M \quad \text { and } \quad\|\Pi(v)\|_{\infty} \leq M
$$

We deduce that $\Pi(v) \in L^{1}([r, r+\tau], B(0, M)) \cap B_{\infty}(0, M)$.
Let us fix $t \in[r, r+\tau], v_{1}, v_{2} \in L^{1}([r, r+\tau], B(0, M)) \cap B_{\infty}(0, M)$. $\Lambda$ being bounded and Lipschitz, the notation introduced in (3.24) and inequality (2.3) imply

$$
\begin{align*}
\left\|\Pi\left(v_{1}\right)(t, \cdot)-\Pi\left(v_{2}\right)(t, \cdot)\right\|_{1} \leq & \int_{r}^{t} d s \int_{\mathbb{R}^{d}}\left|v_{1}\left(s, x_{0}\right) \Lambda\left(s, x_{0}, v_{1}+\widehat{u_{0}}, \nabla\left(v_{1}+\widehat{u_{0}}\right)\right)-v_{2}\left(s, x_{0}\right) \Lambda\left(s, x_{0}, v_{2}+\widehat{u_{0}}, \nabla\left(v_{2}+\widehat{u_{0}}\right)\right)\right| d x_{0} \\
& +\int_{r}^{t} d s \int_{\mathbb{R}^{d}}\left|\widehat{u_{0}}\left(s, x_{0}\right)\right|\left|\Lambda\left(s, x_{0}, v_{1}+\widehat{u_{0}}, \nabla\left(v_{1}+\widehat{u_{0}}\right)\right)-\Lambda\left(s, x_{0}, v_{2}+\widehat{u_{0}}, \nabla\left(v_{2}+\widehat{u_{0}}\right)\right)\right| d x_{0} \\
\leq & \int_{r}^{t} d s\left(\int_{\mathbb{R}^{d}}\left|v_{1}\left(s, x_{0}\right)-v_{2}\left(s, x_{0}\right)\right|\left|\Lambda\left(s, x_{0}, v_{1}+\widehat{u_{0}}, \nabla\left(v_{1}+\widehat{u_{0}}\right)\right)\right| d x_{0}\right. \\
& +L_{\Lambda} \int_{r}^{t} d s \int_{\mathbb{R}^{d}}\left(\left|\widehat{u_{0}}\left(s, x_{0}\right)\right|+\left|v_{2}\left(s, x_{0}\right)\right|\right)\left|v_{1}\left(s, x_{0}\right)-v_{2}\left(s, x_{0}\right)\right| d x_{0} \\
& +L_{\Lambda} \int_{r}^{t} d s \int_{\mathbb{R}^{d}}\left(\left|\widehat{u_{0}}\left(s, x_{0}\right)\right|+\left|v_{2}\left(s, x_{0}\right)\right|\right)\left|\nabla v_{1}\left(s, x_{0}\right)-\nabla v_{2}\left(s, x_{0}\right)\right| d x_{0} \\
\leq & \left(M_{\Lambda}+2 M L_{\Lambda}\right) \int_{r}^{t}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s, \tag{3.32}
\end{align*}
$$

where we have used the fact that $\int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right) d x=1,0 \leq s<t \leq T$.
In the same way and by using inequality (7.17) with $\left(m_{1}, m_{2}\right)=(0,1)$,

$$
\begin{align*}
\left\|\nabla\left(\Pi\left(v_{1}\right)-\Pi\left(v_{2}\right)\right)(t, \cdot)\right\|_{1} \leq & C_{u}\left(M_{\Lambda}+2 M L_{\Lambda}\right) \int_{\mathbb{R}^{d}} \int_{r}^{t} \int_{\mathbb{R}^{d}} \frac{1}{\sqrt{t-s}} \frac{1}{\sqrt{(t-s)^{d}}} e^{-c_{u} \frac{\left|x-x_{0}\right|^{2}}{t-s}}\left(\left|v_{1}\left(s, x_{0}\right)-v_{2}\left(s, x_{0}\right)\right|\right. \\
& \left.+\left|\nabla v_{1}\left(s, x_{0}\right)-\nabla v_{2}\left(s, x_{0}\right)\right|\right) d x_{0} d s d x \tag{3.33}
\end{align*}
$$

By Fubini's theorem we have

$$
\begin{equation*}
\left\|\nabla\left(\Pi\left(v_{1}\right)-\Pi\left(v_{2}\right)\right)(t, \cdot)\right\|_{1} \leq \tilde{C} \int_{r}^{t} \frac{1}{\sqrt{t-s}}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s \tag{3.34}
\end{equation*}
$$

with $\tilde{C}:=\tilde{C}\left(C_{u}, c_{u}, M_{\Lambda}, L_{\Lambda}, M\right)$ some positive constant. From (3.32) and (3.34), we deduce there exists a strictly positive constant $C=C\left(C_{u}, c_{u}, \Phi, g, \Lambda, M\right)$ (which may change from line to line) such that for all $t \in[r, r+\tau]$,

$$
\begin{align*}
\left\|\Pi\left(v_{1}\right)(t, \cdot)-\Pi\left(v_{2}\right)(t, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} \leq & C\left\{\int_{r}^{t}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s\right. \\
& \left.+\int_{r}^{t} \frac{1}{\sqrt{t-s}}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s\right\} . \tag{3.35}
\end{align*}
$$

Iterating the procedure once again yields

$$
\begin{align*}
\left\|\Pi^{2}\left(v_{1}\right)(t, \cdot)-\Pi^{2}\left(v_{2}\right)(t, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} \leq & C\left\{\int_{r}^{t} \int_{r}^{s}\left\|v_{1}(\theta, \cdot)-v_{2}(\theta, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d \theta d s\right. \\
& \left.+\int_{r}^{t} \int_{r}^{s} \frac{1}{\sqrt{t-s}} \frac{1}{\sqrt{s-\theta}}\left\|v_{1}(\theta, \cdot)-v_{2}(\theta, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d \theta d s\right\} \tag{3.36}
\end{align*}
$$

for all $t \in[r, r+\tau]$. Interchanging the order in the second integral in the r.h.s. of (3.36), we obtain

$$
\begin{align*}
\int_{r}^{t} \int_{r}^{s} \frac{1}{\sqrt{t-s}} \frac{1}{\sqrt{s-\theta}}\left\|v_{1}(\theta, \cdot)-v_{2}(\theta, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d \theta d s & =\int_{r}^{t} d \theta\left\|v_{1}(\theta, \cdot)-v_{2}(\theta, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} \int_{\theta}^{t} \frac{1}{\sqrt{t-s}} \frac{1}{\sqrt{s-\theta}} d s \\
& =\int_{r}^{t} d \theta\left\|v_{1}(\theta, \cdot)-v_{2}(\theta, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} \int_{0}^{\alpha} \frac{1}{\sqrt{\alpha-\omega}} \frac{1}{\sqrt{\omega}} d \omega \\
& \leq 4 \int_{r}^{t}\left\|v_{1}(\theta, \cdot)-v_{2}(\theta, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d \theta \tag{3.37}
\end{align*}
$$

where the latter line above comes from the fact for all $\theta>0, \int_{0}^{\theta} \frac{1}{\sqrt{\theta-\omega}} \frac{1}{\sqrt{\omega}} d \omega=\int_{0}^{1} \frac{1}{\sqrt{1-\omega}} \frac{1}{\sqrt{\omega}} d \omega=\Gamma\left(\frac{1}{2}\right), \Gamma$ denoting the Euler gamma function.
Injecting inequality (3.37) in (3.36), we obtain for all $t \in[r, r+\tau]$

$$
\begin{equation*}
\left\|\Pi^{2}\left(v_{1}\right)(t, \cdot)-\Pi^{2}\left(v_{2}\right)(t, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} \leq 5 C \int_{r}^{t}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s \tag{3.38}
\end{equation*}
$$

Iterating previous inequality, one obtains the following. For all $k \geq 1, t \in[r, r+\tau]$,

$$
\begin{equation*}
\left\|\Pi^{2 k}\left(v_{1}\right)(t, \cdot)-\Pi^{2 k}\left(v_{2}\right)(t, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} \leq(5 C)^{k} \int_{r}^{t} \frac{(t-s)^{k-1}}{(k-1)!}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s \tag{3.39}
\end{equation*}
$$

By induction on $k \geq 1$ (3.39) can indeed be established. Finally, by integrating each sides of (3.39) w.r.t. $d t$ and using Fubini's theorem, for $k \geq 1$, we obtain

$$
\begin{equation*}
\int_{r}^{r+\tau}\left\|\Pi^{2 k}\left(v_{1}\right)(t, \cdot)-\Pi^{2 k}\left(v_{2}\right)(t, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d t \leq(5 C)^{k} \frac{T^{k-1}}{(k-1)!} \int_{r}^{r+\tau}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s \tag{3.40}
\end{equation*}
$$

For $k_{0} \in \mathbb{N}$ large enough, $\frac{(5 C T)^{k}}{T\left(k_{0}-1\right)!}$ will be strictly smaller than 1 and $\Pi^{2 k_{0}}$ will admit a unique fixed-point by Banach fixed-point theorem. In consequence, it implies easily that $\Pi$ will also admit a unique fixed-point and this concludes the proof of Lemma 3.7

Proof of Theorem 3.6 Without restriction, we can suppose there exists $N \in \mathbb{N}$ such that $T=N \tau$, where we recall that $\tau$ is given by (3.31). Similarly to the notations used in the preceding proof, in all the sequel, we agree that for $M>0, B(0, M)$ (resp. $B_{\infty}(0, M)$ ) denotes the centered ball of radius $M$ in $W^{1,1}\left(\mathbb{R}^{d}\right)$ (resp. in $L^{\infty}\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ or in $L^{\infty}\left([r, r+\tau] \times \mathbb{R}^{d}, \mathbb{R}\right)$ for $r \in[0, T-\tau]$ according to the context $)$. The notations introduced in (3.24) will also be used in the present proof.

Indeed, for $r=0, \phi=u_{0}$ and $M \geq \max \left(\left\|u_{0}\right\|_{\infty} ;\left\|u_{0}\right\|_{1}\right)$, Lemma 3.7implies there exists a unique function $v^{0}:[0, \tau] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ (belonging to $\left.L^{1}([0, \tau], B(0, M)) \cap B_{\infty}(0, M)\right)$ such that for $(t, x) \in[0, \tau] \times \mathbb{R}^{d}$,

$$
\begin{equation*}
v^{0}(t, x)=\int_{0}^{t} d s \int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right)\left(v^{0}\left(s, x_{0}\right)+{\widehat{u_{0}}}^{0}\left(s, x_{0}\right)\right) \Lambda\left(s, x_{0}, v^{0}+{\widehat{u_{0}}}^{0}, \nabla\left(v^{0}+{\widehat{u_{0}}}^{0}\right)\right) d x_{0} \tag{3.41}
\end{equation*}
$$

where ${\widehat{u_{0}}}^{0}(t, x)$ is given by (3.22) with $\phi=u_{0}$, i.e.

$$
\begin{equation*}
{\widehat{u_{0}}}^{0}(t, x)=\int_{\mathbb{R}^{d}} p\left(0, x_{0}, t, x\right) u_{0}\left(x_{0}\right) d x_{0}, \quad(t, x) \in[0, \tau] \times \mathbb{R}^{d} \tag{3.42}
\end{equation*}
$$

Setting $u^{0}:={\widehat{u_{0}}}^{0}+v^{0}$, i.e.

$$
\begin{equation*}
u^{0}(t, \cdot)=\int_{\mathbb{R}^{d}} p\left(0, x_{0}, t, \cdot\right) u_{0}\left(x_{0}\right) d x_{0}+v^{0}(t, \cdot), \quad t \in[0, \tau] \tag{3.43}
\end{equation*}
$$

it appears that $u^{0}$ satisfies for all $(t, x) \in[0, \tau] \times \mathbb{R}^{d}$

$$
\begin{equation*}
u^{0}(t, x)=\int_{\mathbb{R}^{d}} p\left(0, x_{0}, t, x\right) u_{0}\left(x_{0}\right) d x_{0}+\int_{0}^{t} d s \int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right) u^{0}\left(s, x_{0}\right) \Lambda\left(s, x_{0}, u^{0}, \nabla u^{0}\right) d x_{0} \tag{3.44}
\end{equation*}
$$

Let us fix $k \in\{1, \cdots, N-1\}$. Suppose now given a family of functions $u^{1}, u^{2}, \cdots, u^{k-1}$, where for all $j \in\{1, \cdots, k-1\}, u^{j} \in L^{1}\left([j \tau,(j+1) \tau], W^{1,1}\left(\mathbb{R}^{d}\right)\right) \cap L^{\infty}\left([j \tau,(j+1) \tau] \times \mathbb{R}^{d}, \mathbb{R}\right)$ and satisfies for all $(t, x) \in$ $[j \tau,(j+1) \tau] \times \mathbb{R}^{d}$,

$$
\begin{equation*}
u^{j}(t, x)=\int_{\mathbb{R}^{d}} p\left(j \tau, x_{0}, t, x\right) u^{j-1}\left(j \tau, x_{0}\right) d x_{0}+\int_{j \tau}^{t} d s \int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right) u^{j}\left(s, x_{0}\right) \Lambda\left(s, x_{0}, u^{j}, \nabla u^{j}\right) d x_{0} \tag{3.45}
\end{equation*}
$$

Let us introduce

$$
\begin{align*}
\widehat{u}_{0}^{k}(t, x) & :=\widehat{u_{0}}\left(u^{k-1}\right)(t, x) \\
& =\int_{\mathbb{R}^{d}} p\left(k \tau, x_{0}, t, x\right) u^{k-1}\left(k \tau, x_{0}\right) d x_{0}, \quad(t, x) \in[k \tau,(k+1) \tau] \times \mathbb{R}^{d}, \tag{3.46}
\end{align*}
$$

where the second inequality comes from (3.22) with $r=k \tau$ and $\phi=u^{k-1}(k \tau, \cdot)$.
By choosing the real $M$ large enough (i.e. $M \geq \max \left(\left\|u^{k-1}(k \tau, \cdot)\right\|_{\infty} ;\left\|u^{k-1}(k \tau, \cdot)\right\|_{1}\right)$ ), Lemma 3.7 applied with $r=k \tau, \phi=u^{k-1}(k \tau, \cdot)$ implies existence and uniqueness of a function $v^{k}:[k \tau,(k+1) \tau] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ that belongs to $L^{1}([k \tau,(k+1) \tau], B(0, M)) \cap B_{\infty}(0, M)$ and satisfying

$$
\begin{equation*}
v^{k}(t, x)=\int_{k \tau}^{t} d s \int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right)\left(v^{k}\left(s, x_{0}\right)+{\widehat{u_{0}}}^{k}\left(s, x_{0}\right)\right) \Lambda\left(s, x_{0}, v^{k}+{\widehat{u_{0}}}^{k}, \nabla\left(v^{k}+{\widehat{u_{0}}}^{k}\right)\right) d x_{0} \tag{3.47}
\end{equation*}
$$

for all $(t, x) \in[k \tau,(k+1) \tau] \times \mathbb{R}^{d}$. Setting $u^{k}:={\widehat{u_{0}}}^{k}+v^{k}$, we have for all $(t, x) \in[k \tau,(k+1) \tau] \times \mathbb{R}^{d}$

$$
\begin{equation*}
u^{k}(t, x)=\int_{\mathbb{R}^{d}} p\left(k \tau, x_{0}, t, x\right) u^{k-1}\left(k \tau, x_{0}\right) d x_{0}+\int_{k \tau}^{t} d s \int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right) u^{k}\left(s, x_{0}\right) \Lambda\left(s, x_{0}, u^{k}, \nabla u^{k}\right) d x_{0} . \tag{3.48}
\end{equation*}
$$

Consequently, by induction we can construct a family of functions $\left(u^{k}:[k \tau,(k+1) \tau] \times \mathbb{R}^{d} \rightarrow \mathbb{R}\right)_{k=0, \cdots, N-1}$ such that for all $k \in\{0, \cdots, N-1\}, u^{k} \in L^{1}\left([k \tau,(k+1) \tau], W^{1,1}\left(\mathbb{R}^{d}\right)\right) \cap L^{\infty}\left([k \tau,(k+1) \tau] \times \mathbb{R}^{d}, \mathbb{R}\right)$ and verifies (3.48).

We now consider the real-valued function $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined as being equal to $u^{k}$ (defined by (3.48)) on each interval $[k \tau,(k+1) \tau]$. Then, Lemma 3.4 applied with $\tau$ given by (3.31) and

$$
\begin{equation*}
\delta=\left(\alpha_{0}:=0<\cdots<\alpha_{k}:=k \tau<\cdots<\alpha_{N}:=T=N \tau\right) \quad, \quad \mu(t, d x)=u(t, x) d x \tag{3.49}
\end{equation*}
$$

shows that $u$ is a mild solution of (1.1) on $[0, T] \times \mathbb{R}^{d}$, in the sense of Definition 2.1, item 2. It now remains to ensure that $u$ is indeed the unique mild solution of (1.1) on $[0, T] \times \mathbb{R}^{d}$ belonging to $L^{1}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right) \cap$ $L^{\infty}\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$. This follows, in a classical way, by boundedness and Lipschitz property of $\Lambda$.
Indeed, if $U, V$ are two mild solutions of (1.1), then very similar computations as the ones done in (3.32), (3.34), and (3.39) to obtain (3.40) give the following. There exists $C:=C(\Phi, g, \Lambda, U, V)>0$ such that

$$
\begin{equation*}
\int_{0}^{T}\|U(t, \cdot)-V(t, \cdot)\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d t \leq(5 C)^{j} \frac{T^{j-1}}{(j-1)!} \int_{0}^{T}\|U(s, \cdot)-V(s, \cdot)\|_{W^{1,1}\left(\mathbb{R}^{d}\right)} d s \tag{3.50}
\end{equation*}
$$

If we choose $j \in \mathbb{N}^{\star}$ large enough so that $(5 C)^{j} \frac{T^{j-1}}{(j-1)!}<1$, we obtain $U(t, x)=V(t, x)$ for almost all $(t, x) \in[0, T] \times \mathbb{R}^{d}$. This concludes the proof of Theorem3.6.

Corollary 3.8. Under Assumption 2 there exists a unique function $u:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ satisfying the FeynmanKac equation (3.15). In particular, such $u$ coincides with the mild solution of (1.1).

In the case where the function $\Lambda$ does not depend on $\nabla u$, existence and uniqueness of a solution of (1.1) in the mild sense can be proved under weaker assumptions. This is the object of the following result.
Theorem 3.9. Assume that Assumption 1 is satisfied. Let $u_{0} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ admitting a bounded density (still denoted by the same letter). Let $Y$ the the strong solution of (2.10) with prescribed $Y_{0}$.
We suppose that the transition probability function $P$ (see (2.9) admits a density $p$ such that $P\left(s, x_{0}, t, d x\right)=$ $p\left(s, x_{0}, t, x\right) d x$, for all $s, t \in[0, T], x_{0} \in \mathbb{R}^{d} . \Lambda$ is supposed to satisfy items 4. and 5. of Assumption 2 Then, there exists a unique mild solution $u$ of (1.1) in $L^{1}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$, i.e. $u$ satisfies
$u(t, x)=\int_{\mathbb{R}^{d}} p\left(0, x_{0}, t, x\right) u_{0}\left(x_{0}\right) d x_{0}+\int_{0}^{t} \int_{\mathbb{R}^{d}} p\left(s, x_{0}, t, x\right) u\left(s, x_{0}\right) \Lambda\left(s, x_{0}, u\left(s, x_{0}\right)\right) d x_{0} d s, \quad(t, x) \in[0, T] \times \mathbb{R}^{d}$.

Proof. Since this theorem can be proved in a very similar way as Theorem 3.6 but with simpler computations, we omit the details.

## 4 Existence/uniqueness of the Regularized Feynman-Kac equation

In this section, we introduce a regularized version of PDE (1.1) to which we associate a regularized FeynmanKac equation corresponding to a regularized version of (3.15). This regularization procedure constitutes a preliminary step for the construction of a particle scheme approximating (3.15). Indeed, as detailed in the next section devoted to the particle approximation, the point dependence of $\Lambda$ on $u$ and $\nabla u$ will require to derive from a discrete measure (based on the particle system) estimates of densities $u$ and their derivatives $\nabla u$, which can classically be achieved by kernel convolution.
Assumption 1 is in force. Let $u_{0}$ be a Borel probability measure on $\mathbb{R}^{d}$ and $Y_{0}$ a random variable distributed according to $u_{0}$. We consider $Y$ the strong solution of the SDE (2.10).

Let us consider $\left(K_{\varepsilon}\right)_{\varepsilon>0}$, a sequence of mollifiers such that

$$
\begin{equation*}
K_{\varepsilon} \xrightarrow[\varepsilon \rightarrow 0]{\longrightarrow} \delta_{0}, \text { (weakly) and } \quad \forall \varepsilon>0, K_{\varepsilon} \in W^{1,1}\left(\mathbb{R}^{d}\right) \cap W^{1, \infty}\left(\mathbb{R}^{d}\right) \tag{4.1}
\end{equation*}
$$

Let $\Lambda:[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be bounded, Borel measurable. As announced, we introduce the following integro-PDE corresponding to a regularized version of (1.1)

$$
\left\{\begin{array}{l}
\partial_{t} \gamma_{t}=L_{t}^{*} \gamma_{t}+\gamma_{t} \Lambda\left(t, x, K_{\varepsilon} * \gamma_{t}, \nabla K_{\varepsilon} * \gamma_{t}\right)  \tag{4.2}\\
\gamma_{0}=u_{0}
\end{array}\right.
$$

The concept of mild solution associated to this type of equation is clarified by the following definition.
Definition 4.1. A Borel measure-valued function $\gamma:[0, T] \longrightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ will be called a mild solution of (4.2) if it satisfies, for all $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) \gamma(t, d x)= & \int_{\mathbb{R}^{d}} \varphi(x) \int_{\mathbb{R}^{d}} u_{0}\left(d x_{0}\right) P\left(0, x_{0}, t, d x\right) \\
& +\int_{[0, t] \times \mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \varphi(x) P\left(s, x_{0}, t, d x\right)\right) \Lambda\left(s, x_{0},\left(K_{\varepsilon} * \gamma(s, \cdot)\right)\left(x_{0}\right),\left(\nabla K_{\varepsilon} * \gamma(s, \cdot)\right)\left(x_{0}\right)\right) \gamma\left(s, d x_{0}\right) d s \tag{4.3}
\end{align*}
$$

Similarly as Theorem 3.5, we straightforwardly derive the following equivalence result.
Proposition 4.2. Suppose that Assumption 1 and (4.1) are fulfilled. We indicate by $Y$ the unique strong solution of (2.10). A Borel measure-valued function $\gamma^{\varepsilon}:[0, T] \longrightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ is a mild solution of (4.2) if and only if, for all $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right), t \in[0, T]$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi(x) \gamma_{t}^{\varepsilon}(d x)=\mathbb{E}\left[\varphi\left(Y_{t}\right) \exp \left(\int_{0}^{t} \Lambda\left(s, Y_{s},\left(K_{\varepsilon} * \gamma_{s}^{\varepsilon}\right)\left(Y_{s}\right),\left(\nabla K_{\varepsilon} * \gamma_{s}^{\varepsilon}\right)\left(Y_{s}\right)\right) d s\right)\right] \tag{4.4}
\end{equation*}
$$

Proof. The proof follows the same lines as the proof of Theorem 3.5 First assume that $\gamma^{\varepsilon}$ satisfies (4.4), we can show that $\gamma^{\varepsilon}$ is a mild solution (4.2) by imitating the first step of the proof of Proposition 3.3. Secondly, the converse is proved by applying Proposition 3.3 with $\tilde{\Lambda}(t, x):=\Lambda\left(t, x,\left(K_{\varepsilon} * \gamma_{t}^{\varepsilon}\right)(x),\left(\nabla K_{\varepsilon} * \gamma_{t}^{\varepsilon}\right)(x)\right)$ and $\mu(t, d x):=\gamma_{t}^{\varepsilon}(d x)$.

Let us now prove existence and uniqueness of a mild solution for the integro-PDE (4.2). To this end, we proceed similarly as for the proof of Theorem 3.6 using Lemma 3.7. Let $\tau>0$ be a constant supposed to be fixed for the moment and let us fix $\varepsilon>0, r \in[0, T-\tau] . \mathcal{B}\left([r, r+\tau], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right)$ denotes the space of bounded, measure-valued maps, where $\mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ is equipped with the total variation norm $\|\cdot\|_{T V}$. We introduce the measure-valued application $\Pi_{\varepsilon}: \beta \in \mathcal{B}\left([r, r+\tau], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right) \longrightarrow \Pi_{\varepsilon}(\beta)$, defined by

$$
\begin{align*}
\Pi_{\varepsilon}(\beta)(t, d x) & =\int_{r}^{t} \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) \Lambda\left(s, x_{0},\left(K_{\varepsilon} * \widehat{\beta}(s, \cdot)\right)\left(x_{0}\right),\left(\nabla K_{\varepsilon} * \widehat{\beta}(s, \cdot)\right)\left(x_{0}\right)\right) \widehat{\beta}\left(s, d x_{0}\right) d s \\
\widehat{\beta}(s, \cdot) & =\beta(s, \cdot)+\widehat{u_{0}}(s, \cdot) \tag{4.5}
\end{align*}
$$

where the function $\widehat{u_{0}}$, defined on $[r, r+\tau] \times \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$, is given by

$$
\begin{equation*}
\widehat{u_{0}}(r, \pi)(t, d x):=\int_{\mathbb{R}^{d}} p\left(r, x_{0}, t, d x\right) \pi\left(d x_{0}\right), t \in[r, r+\tau], \pi \in \mathcal{M}_{f}\left(\mathbb{R}^{d}\right) \tag{4.6}
\end{equation*}
$$

similarly to (3.22). In the sequel, the dependence of $\widehat{u}_{0}$ w.r.t. $r, \pi$ will be omitted when it is self-explanatory.
Lemma 4.3. Assume the validity of items 4. and 5. of Assumption 2 and of (4.1). Let $\pi \in B(0, M)$.
Let us fix $\varepsilon>0$ and $M>0$ such that $M \geq\|\pi\|_{T V}$. Then, there is $\tau>0$ only depending on $M_{\Lambda}$ such that for any $r \in[0, T-\tau], \Pi_{\varepsilon}$ admits a unique fixed-point in $\mathcal{B}([r, r+\tau], B(0, M))$, where $B(0, M)$ denotes here the centered ball in $\left(\mathcal{M}_{f}\left(\mathbb{R}^{d}\right),\|\cdot\|_{T V}\right)$ with radius $M$.

Proof. Let us define $\tau:=\frac{1}{2 M_{\Lambda}}$. For every $\lambda \geq 0, \mathcal{B}\left([r, r+\tau], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right)$ will be equipped with one of the equivalent norms

$$
\begin{equation*}
\|\beta\|_{T V, \lambda}:=\sup _{t \in[r, r+\tau]} e^{-\lambda t}\|\beta(t, \cdot)\|_{T V} . \tag{4.7}
\end{equation*}
$$

Recalling (4.5), where $\widehat{u_{0}}$ is defined by (4.6), it follows that for all $\beta \in \mathcal{B}([r, r+\tau], B(0, M)), t \in[r, r+\tau]$,

$$
\begin{equation*}
\left\|\Pi_{\varepsilon}(\beta)(t, \cdot)\right\|_{T V} \leq M_{\Lambda} \int_{r}^{t}\|\beta(s, \cdot)\|_{T V} d s+M_{\Lambda} M \tau \leq 2 M M_{\Lambda} \tau \leq M \tag{4.8}
\end{equation*}
$$

where for the latter inequality of (4.8) we have used the definition of $\tau:=\frac{1}{2 M_{\Lambda}}$. We deduce that $\Pi(\mathcal{B}([r, r+$ $\tau], B(0, M))) \subset \mathcal{B}([r, r+\tau], B(0, M))$.
Consider now $\beta^{1}, \beta^{2} \in \mathcal{B}([r, r+\tau], B(0, M))$. For all $\lambda>0$ we have

$$
\begin{align*}
\left\|\Pi_{\varepsilon}\left(\beta^{1}(t, \cdot)\right)-\Pi_{\varepsilon}\left(\beta^{2}(t, \cdot)\right)\right\|_{T V} \leq & \int_{0}^{t}\left\|\beta^{1}(s, \cdot)-\beta^{2}(s, \cdot)\right\|_{T V}\left(L_{\Lambda}\left\|K_{\varepsilon}\right\|_{\infty}\left\|\beta^{1}(s, \cdot)\right\|_{T V}+M_{\Lambda}\right) d s \\
& +L_{\Lambda}\left\|\nabla K_{\varepsilon}\right\|_{\infty} \int_{r}^{t}\left\|\beta^{1}(s, \cdot)\right\|_{T V}\left\|\beta^{1}(s, \cdot)-\beta^{2}(s, \cdot)\right\|_{T V} d s \\
& +L_{\Lambda}\left(\left\|K_{\varepsilon}\right\|_{\infty}+\left\|\nabla K_{\varepsilon}\right\|_{\infty}\right) \int_{r}^{t}\left\|\widehat{u_{0}}(s, \cdot)\right\|_{T V}\left\|\beta^{1}(s, \cdot)-\beta^{2}(s, \cdot)\right\|_{T V} d s \\
\leq & C_{\varepsilon, T} \int_{0}^{t}\left\|\beta^{1}(s, \cdot)-\beta^{2}(s, \cdot)\right\|_{T V} d s \\
\leq & C_{\varepsilon, T} \int_{0}^{t} e^{s \lambda}\left\|\beta^{1}-\beta^{2}\right\|_{T V, \lambda} d s \\
= & C_{\varepsilon, T}\left\|\beta^{1}-\beta^{2}\right\|_{T V, \lambda} \frac{e^{\lambda t}-1}{\lambda} \tag{4.9}
\end{align*}
$$

with $C_{\varepsilon, T}:=2 L_{\Lambda} M\left(\left\|K_{\varepsilon}\right\|_{\infty}+\left\|\nabla K_{\varepsilon}\right\|_{\infty}\right)+M_{\Lambda}$. It follows

$$
\begin{align*}
\left\|\Pi_{\varepsilon}\left(\beta^{1}\right)-\Pi_{\varepsilon}\left(\beta^{2}\right)\right\|_{T V, \lambda} & =\sup _{t \in[r, r+\tau]} e^{-\lambda t}\left\|\Pi\left(\beta^{1}\right)(t, \cdot)-\Pi\left(\beta^{2}\right)(t, \cdot)\right\|_{T V} \\
& \leq C_{\varepsilon, T}\left\|\beta^{1}-\beta^{2}\right\|_{T V, \lambda} \sup _{t \geq 0}\left(\frac{1-e^{-\lambda t}}{\lambda}\right) \\
& \leq \frac{C_{\varepsilon, T}}{\lambda}\left\|\beta^{1}-\beta^{2}\right\|_{T V, \lambda} \tag{4.10}
\end{align*}
$$

Hence, taking $\lambda>C_{\varepsilon, T}, \Pi_{\varepsilon}$ is a contraction on $\mathcal{B}([r, r+\tau], B(0, M))$.
Since $\mathcal{B}\left([r, r+\tau],\left(\mathcal{M}_{f}\left(\mathbb{R}^{d}\right),\|\cdot\|_{T V, \lambda}\right)\right)$ is a Banach space whose $\mathcal{B}([r, r+\tau], B(0, M))$ is a closed subset, the proof ends by a simple application of Banach fixed-point theorem.

The next step is to show how the proposition above, with the help of Lemma 3.4 permits us to construct a mild solution of (4.2). The reasoning is similar to the one explained in the proof of Theorem 3.6 Indeed, without restriction of generality, we can suppose there exists $N \in \mathbb{N}^{\star}$ such that $T=N \tau$. Then, for all $k=0, \cdots, N-1$, Lemma 4.3 applied on each interval $[k \tau,(k+1) \tau]$ (with $r=k \tau, \pi=\beta_{\varepsilon}^{k-1}(k \tau, \cdot)$ for $k \geq 1$ and $\pi=u_{0}$ for $k=0$ ) gives existence of a family of measure-valued maps $\left(\beta_{\varepsilon}^{k}:[k \tau,(k+1) \tau] \rightarrow\right.$ $\left.\mathcal{M}_{f}\left(\mathbb{R}^{d}\right), k=0, \cdots, N-1\right)$ defined by

$$
\begin{align*}
\beta_{\varepsilon}^{k}(t, d x) & =\int_{k \tau}^{t} \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) \Lambda\left(s, x_{0},\left(K_{\varepsilon} * \widehat{\beta}_{\varepsilon}^{k}(s, \cdot)\right)\left(x_{0}\right),\left(\nabla K_{\varepsilon} * \widehat{\beta}_{\varepsilon}^{k}(s, \cdot)\right)\left(x_{0}\right)\right) \widehat{\beta}_{\varepsilon}^{k}\left(s, d x_{0}\right) d s \\
\widehat{\beta_{\varepsilon}^{k}}(s, \cdot) & =\beta_{\varepsilon}^{k}(s, \cdot)+{\widehat{u_{0}}}^{k}(s, \cdot) \tag{4.11}
\end{align*}
$$

where for $k=0, t \in[0, \tau]$,

$$
\begin{equation*}
\widehat{u}_{0}^{0}(t, d x)=\int_{\mathbb{R}^{d}} P\left(0, x_{0}, t, d x\right) u_{0}\left(d x_{0}\right), \quad \text { by (4.6) with } \pi=u_{0} \tag{4.12}
\end{equation*}
$$

and for all $k \in\{1, \cdots, N\}, t \in[k \tau,(k+1) \tau]$,

$$
\begin{align*}
{\widehat{u_{0}}}^{k}(t, d x) & :=\widehat{u_{0}}\left(\beta_{\varepsilon}^{k-1}\right)(t, d x) \\
& =\int_{\mathbb{R}^{d}} P\left(k \tau, x_{0}, t, d x\right) \beta_{\varepsilon}^{k-1}\left(k \tau, d x_{0}\right), \quad \text { by (4.6) with } \pi=\beta_{\varepsilon}^{k-1}(k \tau, \cdot) \tag{4.13}
\end{align*}
$$

We now consider the following measure-valued maps $\widehat{U_{0}}:[0, T] \rightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ and $\beta_{\varepsilon}:[0, T] \rightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ defined by their restrictions on each interval $[k \tau,(k+1) \tau], k=0, \cdots, N-1$ such that

$$
\begin{equation*}
\widehat{U_{0}}(t, x):={\widehat{u_{0}}}^{k}(t, x) \quad \text { and } \quad \beta_{\varepsilon}(t, x):=\beta_{\varepsilon}^{k}(t, x) \quad \text { for }(t, x) \in[k \tau,(k+1) \tau] \times \mathbb{R}^{d} \tag{4.14}
\end{equation*}
$$

and we finally define $\gamma^{\varepsilon}:[0, T] \rightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{equation*}
\gamma^{\varepsilon}:=\widehat{U_{0}}+\beta_{\varepsilon} \text { on }[0, T] \times \mathbb{R}^{d} \tag{4.15}
\end{equation*}
$$

To ensure that $\gamma^{\varepsilon}$ is indeed a mild solution on $[0, T] \times \mathbb{R}^{d}$ (in the sense of Definition4.1) of the integro-PDE (4.2), it is enough to apply Lemma 3.4 with $\tau:=\frac{1}{2 M_{\Lambda}}, \mu(t, d x):=\gamma^{\varepsilon}(t, d x)$ and $\left(\alpha_{k}:=k \tau\right)_{k=0, \cdots, N}$.

Previous discussion leads us to the following proposition.
Proposition 4.4. Suppose the validity of Assumption 1 and items 4. and 5. of Assumption 2 Suppose also that (4.1) is fulfilled. Let us fix $\varepsilon>0$ and let $\gamma^{\varepsilon}$ denote the map defined by (4.15). The following statements hold.

1. $\gamma^{\varepsilon}$ is the unique mild solution of the integro-PDE (4.2), see Definition 4.1
2. $\gamma^{\varepsilon}$ is the unique solution to the regularized Feynman-Kac equation (4.4).

Proof. The existence of a mild solution $\gamma^{\varepsilon}$ of (4.2) has already been proved through the discussion just above. It remains to justify uniqueness. Consider $\gamma^{\varepsilon, 1}, \gamma^{\varepsilon, 2}$ be two mild solutions of 4.3). Then, with similar computations as the ones leading to inequality (4.10), there exists a constant $\mathfrak{C}:=\mathfrak{C}\left(M_{\Lambda}, L_{\Lambda},\left\|K_{\varepsilon}\right\|_{\infty},\left\|\nabla K_{\varepsilon}\right\|_{\infty}\right)>$ 0 such that

$$
\begin{equation*}
\left\|\gamma^{\varepsilon, 1}-\gamma^{\varepsilon, 2}\right\|_{T V, \lambda} \leq \frac{\mathfrak{C}}{\lambda}\left\|\gamma^{\varepsilon, 1}-\gamma^{\varepsilon, 2}\right\|_{T V, \lambda} \tag{4.16}
\end{equation*}
$$

for all $\lambda>0$ and where we recall that $\|\cdot\|_{T V, \lambda}$ has been defined by (4.7). Taking $\lambda>\mathfrak{C}$, uniqueness follows. This shows item 1. Item 2. follows then by Proposition4.2

The theorem below states the convergence of the solution of the regularized Feynman-Kac equation (4.4) to the solution to the Feynman-Kac equation (3.15). This is equivalent to the convergence of the solution of the regularized PDE (4.2) to solution of the target PDE (1.1), when the regularization parameter $\varepsilon$ goes to zero.

Theorem 4.5. Suppose the validity of Assumption2 Suppose also that (4.1) is fulfilled. For any $\varepsilon>0$, consider the real valued function $u^{\varepsilon}$ such that for any $t \in[0, T]$,

$$
\begin{equation*}
u^{\varepsilon}(t, \cdot):=K_{\varepsilon} * \gamma_{t}^{\varepsilon} \tag{4.17}
\end{equation*}
$$

where $\gamma^{\varepsilon}$ is the unique solution of both (4.4) and (4.2). Then $u^{\varepsilon}$ converges to $u$, the unique solution of both (3.15) and (1.1), in the sense that

$$
\begin{equation*}
\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1}+\left\|\nabla u^{\varepsilon}(t, \cdot)-\nabla u(t, \cdot)\right\|_{1} \xrightarrow[\varepsilon \rightarrow 0]{\longrightarrow} 0, \quad \text { for any } t \in[0, T] . \tag{4.18}
\end{equation*}
$$

Before proving Theorem 4.5, we state and prove a preliminary lemma.
Lemma 4.6. Suppose the validity of Assumption 2 and of (4.1). Consider $u$ the unique solution of (3.15), then for all $t \in[0, T]$

$$
\begin{equation*}
u(t, x)=F_{0}(t, x)+\int_{0}^{t} \mathbb{E}\left[p\left(s, Y_{s}, t, x\right) \Lambda\left(s, Y_{s}, u, \nabla u\right) e^{\int_{0}^{s} \Lambda\left(r, Y_{r}, u, \nabla u\right) d r}\right] d s, d x \text { a.e. } \tag{4.19}
\end{equation*}
$$

For a given $\varepsilon>0$, consider $u^{\varepsilon}$ defined by (4.17). Then for almost all $x \in \mathbb{R}^{d}$ and all $t \in[0, T]$,

$$
\begin{equation*}
u^{\varepsilon}(t, x)=\left(K_{\varepsilon} * F_{0}(t, \cdot)\right)(x)+\int_{0}^{t} \mathbb{E}\left[\left(K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)\right)(x) \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{s} \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d r}\right] d s \tag{4.20}
\end{equation*}
$$

where $F_{0}(t, x):=\int_{\mathbb{R}^{d}} p\left(0, x_{0}, t, x\right) u_{0}\left(x_{0}\right) d x_{0}$ for $t>0, x \in \mathbb{R}^{d}$ and $F_{0}(0, \cdot):=u_{0}$. We remark that we have used again the notation

$$
\begin{equation*}
\Lambda(s, \cdot, v, \nabla v):=\Lambda(s, \cdot, v(s, \cdot), \nabla v(s, \cdot)), \quad t \in[0, T] \tag{4.21}
\end{equation*}
$$

for $v \in L^{1}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right)$.
Proof. Equalities (4.19) and (4.20) are proved in a very similar way, so we only provide the proof of equation (4.20).

We observe that for all $t \in[0, T], v \in L^{1}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right)$,

$$
\begin{equation*}
e^{\int_{0}^{t} \Lambda\left(r, Y_{r}, v\left(r, Y_{r}\right), \nabla v\left(r, Y_{r}\right)\right) d r}=1+\int_{0}^{t} \Lambda\left(r, Y_{r}, v\left(r, Y_{r}\right), \nabla v\left(r, Y_{r}\right)\right) e^{\int_{0}^{r} \Lambda\left(s, Y_{s}, v\left(s, Y_{s}\right), \nabla v\left(s, Y_{s}\right)\right) d s} \tag{4.22}
\end{equation*}
$$

Taking into account the notation introduced in (4.21), (4.22) above implies for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{align*}
u^{\varepsilon}(t, x)= & \mathbb{E}\left[K_{\varepsilon}\left(x-Y_{t}\right) \exp \left\{\int_{0}^{t} \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d s\right\}\right] \\
= & \mathbb{E}\left[K_{\varepsilon}\left(x-Y_{t}\right)\right]+\int_{0}^{t} \mathbb{E}\left[K_{\varepsilon}\left(x-Y_{t}\right) \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{r} \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d s}\right] d r \\
= & \int_{\mathbb{R}^{d}} K_{\varepsilon}(x-y) \int_{\mathbb{R}^{d}} p\left(0, x_{0}, t, y\right) u_{0}\left(x_{0}\right) d x_{0} d y+ \\
& \int_{0}^{t} \mathbb{E}\left[\mathbb{E}\left[K_{\varepsilon}\left(x-Y_{t}\right) \mid Y_{r}\right] \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{r} \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d s}\right] d r \\
= & \left(K_{\varepsilon} * F_{0}\right)(t, \cdot)(x)+ \\
& \int_{0}^{t} \mathbb{E}\left[\left(\int_{\mathbb{R}^{d}} K_{\varepsilon}(x-y) p\left(r, Y_{r}, t, y\right) d y\right) \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{r} \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d s}\right] d r \\
= & \left(K_{\varepsilon} * F_{0}\right)(t, \cdot)(x)+ \\
& \int_{0}^{t} \mathbb{E}\left[\left(K_{\varepsilon} * p\left(r, Y_{r}, t, \cdot\right)\right)(x) \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{r} \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d s}\right] d r . \tag{4.23}
\end{align*}
$$

This ends the proof.
Proof of Theorem4.5 In this proof, $C$ denotes a real constant that may change from line to line, only depending on $M_{\Lambda}, L_{\Lambda}, C_{u}, c_{u}$ and $\left\|u_{0}\right\|_{\infty}$, where we recall that the constants $C_{u}, c_{u}$ come from inequality (7.17) (and only depend on $\Phi, g$ ).
We first observe that for $t=0$, the convergence of $u^{\varepsilon}(0, \cdot)$ (resp. $\nabla u^{\varepsilon}(0, \cdot)$ ) to $u(0, \cdot)$ (resp. $\nabla u(0, \cdot)$ ) in $L^{1}\left(\mathbb{R}^{d}\right)$-norm when $\varepsilon$ goes to 0 is clear. Let us fix $t \in(0, T]$.
By Lemma 4.6, for almost all $x \in \mathbb{R}^{d}$, we have the decomposition

$$
\begin{align*}
u^{\varepsilon}(t, x)-u(t, x)= & \left(K_{\varepsilon} * F_{0}(t, \cdot)\right)(x)-F_{0}(t, x)+ \\
& \int_{0}^{t} \mathbb{E}\left[\left\{\left(K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)\right)(x)-p\left(s, Y_{s}, t, x\right)\right\} \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{s} \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d r}\right] d s+ \\
& \int_{0}^{t} \mathbb{E}\left[p\left(s, Y_{s}, t, x\right)\left\{\Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{s} \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d r}-\Lambda\left(s, Y_{s}, u, \nabla u\right) e^{\int_{0}^{s} \Lambda\left(r, Y_{r}, u, \nabla u\right) d r}\right\}\right] d s \tag{4.24}
\end{align*}
$$

By integrating the absolute value of both sides of (4.24) w.r.t. $d x$, it follows there exists a constant $C>0$ such that

$$
\begin{align*}
\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1} \leq & C\left\{\left\|K_{\varepsilon} * F_{0}-F_{0}\right\|_{1}+\int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s\right. \\
& +\int_{0}^{t} \mathbb{E}\left[\left|u^{\varepsilon}\left(s, Y_{s}\right)-u\left(s, Y_{s}\right)\right|+\left|\nabla u^{\varepsilon}\left(s, Y_{s}\right)-\nabla u\left(s, Y_{s}\right)\right|\right] d s \\
& \left.+\int_{0}^{t} \int_{0}^{s} \mathbb{E}\left[\left|u^{\varepsilon}\left(r, Y_{r}\right)-u\left(r, Y_{r}\right)\right|+\left|\nabla u^{\varepsilon}\left(r, Y_{r}\right)-\nabla u\left(r, Y_{r}\right)\right|\right] d r d s\right\} \tag{4.25}
\end{align*}
$$

Moreover, denoting $p_{s}$ the law density of $Y_{s}$, by inequality (7.18) of Lemma 7.4 we get

$$
\begin{align*}
\mathbb{E}\left[\left|u^{\varepsilon}\left(s, Y_{s}\right)-u\left(s, Y_{s}\right)\right|\right] & =\int_{\mathbb{R}^{d}}\left|u^{\varepsilon}(s, x)-u(s, x)\right| p_{s}(x) d x \\
& \leq C\left\|u_{0}\right\|_{\infty} \int_{\mathbb{R}^{d}}\left|u^{\varepsilon}(s, x)-u(s, x)\right| d x \\
& =C\left\|u^{\varepsilon}(s, \cdot)-u(s, \cdot)\right\|_{1}, \quad s \in[0, T] \tag{4.26}
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{E}\left[\left|\nabla u^{\varepsilon}\left(s, Y_{s}\right)-\nabla u\left(s, Y_{s}\right)\right|\right] & =\int_{\mathbb{R}^{d}}\left|\nabla u^{\varepsilon}(s, x)-\nabla u(s, x)\right| p_{s}(x) d x \\
& \leq C\left\|u_{0}\right\|_{\infty} \int_{\mathbb{R}^{d}}\left|\nabla u^{\varepsilon}(s, x)-\nabla u(s, x)\right| d x \\
& =C\left\|\nabla u^{\varepsilon}(s, \cdot)-\nabla u(s, \cdot)\right\|_{1}, \quad s \in[0, T] \tag{4.27}
\end{align*}
$$

Injecting (4.26) and (4.27) into the r.h.s. of 4.25), it comes

$$
\begin{align*}
\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1} \leq & C\left\{\left\|K_{\varepsilon} * F_{0}-F_{0}\right\|_{1}+\int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s\right. \\
& \left.+\int_{0}^{t}\left\|u^{\varepsilon}(s, \cdot)-u(s, \cdot)\right\|_{1}+\left\|\nabla u^{\varepsilon}(s, \cdot)-\nabla u(s, \cdot)\right\|_{1} d s\right\} . \tag{4.28}
\end{align*}
$$

Now, we need to bound $\left\|\nabla u^{\varepsilon}(t, \cdot)-\nabla u(t, \cdot)\right\|_{1}$. To this end, we can remark that for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\nabla u(t, x)=\nabla F_{0}(t, x)+\int_{0}^{t} \mathbb{E}\left[\nabla_{x} p\left(s, Y_{s}, t, x\right) \Lambda\left(s, Y_{s}, u, \nabla u\right) e^{\int_{0}^{s} \Lambda\left(r, Y_{r}, u, \nabla u\right) d r}\right] d s \tag{4.29}
\end{equation*}
$$

and

$$
\begin{align*}
\nabla u^{\varepsilon}(t, x)= & \left(K_{\varepsilon} * \nabla F_{0}(t, \cdot)\right)(x) \\
& +\int_{0}^{t} \mathbb{E}\left[\left(K_{\varepsilon} * \nabla_{x} p\left(s, Y_{s}, t, \cdot\right)\right)(x) \Lambda\left(s, Y_{s}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) e^{\int_{0}^{s} \Lambda\left(r, Y_{r}, u^{\varepsilon}, \nabla u^{\varepsilon}\right) d r}\right] d s \tag{4.30}
\end{align*}
$$

These equalities follow by computing the derivative of $u(t, \cdot)$ and $u^{\varepsilon}(t, \cdot)$ in the sense of distributions.
Taking into account (4.29) and (4.30), it is easy to see that very similar arguments as those invoked above to prove 4.28, lead to

$$
\begin{align*}
\left\|\nabla u^{\varepsilon}(t, \cdot)-\nabla u(t, \cdot)\right\|_{1} \leq & C\left\{\left\|K_{\varepsilon} * \nabla F_{0}(t, \cdot)-\nabla F_{0}(t, \cdot)\right\|_{1}+\int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * \nabla_{x} p\left(s, Y_{s}, t, \cdot\right)-\nabla_{x} p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s\right. \\
& \left.+\int_{0}^{t}\left\|u^{\varepsilon}(s, \cdot)-u(s, \cdot)\right\|_{1}+\left\|\nabla u^{\varepsilon}(s, \cdot)-\nabla u(s, \cdot)\right\|_{1} d s\right\} \tag{4.31}
\end{align*}
$$

Gathering (4.28) together with (4.31) yields

$$
\begin{align*}
\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1}+\left\|\nabla u^{\varepsilon}(t, \cdot)-\nabla u(t, \cdot)\right\|_{1} \leq & C\left\{\left\|K_{\varepsilon} * F_{0}(t, \cdot)-F_{0}(t, \cdot)\right\|_{1}+\left\|K_{\varepsilon} * \nabla F_{0}(t, \cdot)-\nabla F_{0}(t, \cdot)\right\|_{1}+\right. \\
& \int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s+ \\
& \left.\int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * \nabla_{x} p\left(s, Y_{s}, t, \cdot\right)-\nabla_{x} p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s\right\} \\
& +\int_{0}^{t}\left\|u^{\varepsilon}(s, \cdot)-u(s, \cdot)\right\|_{1}+\left\|\nabla u^{\varepsilon}(s, \cdot)-\nabla u(s, \cdot)\right\|_{1} d s \tag{4.32}
\end{align*}
$$

Applying Gronwall's lemma to the real-valued function

$$
t \mapsto\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1}+\left\|\nabla u^{\varepsilon}(t, \cdot)-\nabla u(t, \cdot)\right\|_{1}
$$

we obtain

$$
\begin{align*}
\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1}+\left\|\nabla u^{\varepsilon}(t, \cdot)-\nabla u(t, \cdot)\right\|_{1} \leq & C e^{C T}\left\{\left\|K_{\varepsilon} * F_{0}(t, \cdot)-F_{0}(t, \cdot)\right\|_{1}+\left\|K_{\varepsilon} * \nabla F_{0}(t, \cdot)-\nabla F_{0}(t, \cdot)\right\|_{1}+\right. \\
& \int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s+ \\
& \left.\int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * \nabla_{x} p\left(s, Y_{s}, t, \cdot\right)-\nabla_{x} p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s\right\} \tag{4.33}
\end{align*}
$$

Since $F_{0}(t, \cdot), \nabla F_{0}(t, \cdot), x \mapsto p\left(s, x_{0}, t, x\right)$ and $x \mapsto \nabla_{x} p\left(s, x_{0}, t, x\right)$ belong to $L^{1}\left(\mathbb{R}^{d}\right)$, classical properties of convergence of the mollifiers give

$$
\begin{equation*}
\left\|K_{\varepsilon} * F_{0}(t, \cdot)-F_{0}(t, \cdot)\right\|_{1} \rightarrow 0, \quad\left\|K_{\varepsilon} * \nabla F_{0}(t, \cdot)-\nabla F_{0}(t, \cdot)\right\|_{1} \rightarrow 0 \tag{4.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1} \rightarrow 0, \quad\left\|K_{\varepsilon} * \nabla_{x} p\left(s, Y_{s}, t, \cdot\right)-\nabla_{x} p\left(s, Y_{s}, t, \cdot\right)\right\|_{1} \rightarrow 0, \text { a.s. } \tag{4.35}
\end{equation*}
$$

Moreover, by inequality (7.17) of Lemma 7.4 there exists a constant $C:=C\left(C_{u}, c_{u}\right)>0$ such that for $0 \leq s<t \leq T$,

$$
\begin{equation*}
\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}+\left\|K_{\varepsilon} * \nabla_{x} p\left(s, Y_{s}, t, \cdot\right)-\nabla_{x} p\left(s, Y_{s}, t, \cdot\right)\right\|_{1} \leq 2 C\left(1+\frac{1}{\sqrt{t-s}}\right) \text { a.s. } \tag{4.36}
\end{equation*}
$$

Lebesgue dominated convergence theorem then implies that the third and fourth terms in the r.h.s. of 4.33) converge to 0 when $\varepsilon$ goes to 0 . This ends the proof.

Proposition 4.7. We assume here that $\left(K_{\varepsilon}\right)_{\varepsilon>0}$ is explicitly given by

$$
\begin{equation*}
K_{\varepsilon}(x):=\frac{1}{\varepsilon^{d}} K\left(\frac{x}{\varepsilon}\right) \tag{4.37}
\end{equation*}
$$

with $K \geq 0$ satisfying

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} K(x) d x=1, \quad \int_{\mathbb{R}^{d}} x K(x) d x=0 \quad \text { and } \quad \kappa:=\frac{1}{2} \int_{\mathbb{R}^{d}}|x| K(x) d x<\infty \tag{4.38}
\end{equation*}
$$

Let $u^{\varepsilon}$ be the real-valued function defined by(4.17), (such that for any $t \in[0, T], u^{\varepsilon}(t, \cdot):=K_{\varepsilon} * \gamma_{t}^{\varepsilon}$ ) with $K_{\varepsilon}$ given by 4.37). Under Assumption 2 and in the particular case where the function $\Lambda(t, x, u)$ does not depend on the gradient $\nabla u$, there exists a constant $C:=C\left(\kappa, C_{u}, c_{u}\right)>0$ such that, for all $t \in(0, T]$,

$$
\begin{equation*}
\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1} \leq \varepsilon C\left(\frac{1}{\sqrt{t}}+2 \sqrt{t}\right) \tag{4.39}
\end{equation*}
$$

with $C_{u}, c_{u}$ denoting the constants given by (7.17) (only depending on $\Phi, g$ ).
Proof. This proof is based on the same arguments as the ones used in the proof of Theorem4.5 since in the present case, $\Lambda$ only depends on $(t, x, u)$ and not on $\nabla u$. In particular, we obtain for $t \in] 0, T]$,

$$
\begin{equation*}
\left\|u^{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{1} \leq C e^{C T}\left\|K_{\varepsilon} * F_{0}(t, \cdot)-F_{0}(t, \cdot)\right\|_{1}+\int_{0}^{t} \mathbb{E}\left[\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1}\right] d s \tag{4.40}
\end{equation*}
$$

that corresponds to inequality (4.33) in the proof above, without the term containing the gradient $\nabla u$. Invoking inequality (7.17) of Lemma 7.4 and inequality (7.9) of Lemma 7.3 with $H=K$, and successively with $f=F_{0}(t, \cdot)$ and $f=p(s, y, t, \cdot)$ for fixed $y \in \mathbb{R}^{d}$, imply that

$$
\begin{equation*}
\left\|K_{\varepsilon} * F_{0}(t, \cdot)-F_{0}(t, \cdot)\right\|_{1} \leq \frac{\varepsilon \kappa \mathfrak{C}}{\sqrt{t}}, \quad 0<t \leq T, \tag{4.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|K_{\varepsilon} * p\left(s, Y_{s}, t, \cdot\right)-p\left(s, Y_{s}, t, \cdot\right)\right\|_{1} \leq \frac{\varepsilon \kappa \mathfrak{C}}{\sqrt{t-s}}, \text { a.e, } \quad 0 \leq s<t<T \tag{4.42}
\end{equation*}
$$

with $\mathfrak{C}=\mathfrak{C}\left(C_{u}, c_{u}\right)$. This concludes the proof of 4.39).

## 5 Particles system algorithm

To simplify notations in the rest of the paper, $f_{t}$ will denote $f(t)$ where $f:[0, T] \rightarrow E$ is an $E$-valued Borel function and $\left(E, d_{E}\right)$ a metric space.
In previous sections, we have studied existence, uniqueness for a semilinear PDE of the form (1.1) and we have established a Feynman-Kac type representation for the corresponding solution $u$, see Theorem 3.5. The regularized form of (1.1) is the integro-PDE (4.2) for which we have established well-posedness in Proposition 4.4 1. In the sequel, we denote by $\gamma^{\varepsilon}$ the corresponding solution and again by $u^{\varepsilon}(t, x):=$ $\left(K_{\varepsilon} * \gamma_{t}^{\varepsilon}\right)(x)$ (see (4.17)). We recall that $u^{\varepsilon}$ converges to $u$, when the regularization parameter $\varepsilon$ vanishes to 0 , see Theorem4.5. In the present section, we propose a Monte Carlo approximation $u^{\varepsilon, N}$ of $u^{\varepsilon}$, providing an original numerical approximation of the semilinear PDE (1.1), when both the number of particles $N \rightarrow \infty$ and the regularization parameter $\varepsilon \rightarrow 0$ with a judicious relative rate. Let $u_{0}$ be a Borel probability measure on $\mathcal{P}\left(\mathbb{R}^{d}\right)$.

### 5.1 Convergence of the particle system

We suppose the validity of Assumption 2 .
For fixed $N \in \mathbb{N}^{\star}$, let $\left(W^{i}\right)_{i=1, \cdots, N}$ be a family of independent Brownian motions and $\left(Y_{0}^{i}\right)_{i=1, \cdots, N}$ be i.i.d. random variables distributed according to $u_{0}(x) d x$. For any $\varepsilon>0$, we define the measure-valued functions $\left(\gamma_{t}^{\varepsilon, N}\right)_{t \in[0, T]}$ such that for any $t \in[0, T]$

$$
\left\{\begin{array}{l}
\xi_{t}^{i}=\xi_{0}^{i}+\int_{0}^{t} \Phi\left(s, \xi_{s}^{i}\right) d W_{s}^{i}+\int_{0}^{t} g\left(s, \xi_{s}^{i}\right) d s, \quad \text { for } i=1, \cdots, N  \tag{5.1}\\
\xi_{0}^{i}=Y_{0}^{i} \quad \text { for } i=1, \cdots, N \\
\gamma_{t}^{\varepsilon, N}=\frac{1}{N} \sum_{i=1}^{N} V_{t}\left(\xi^{i},\left(K_{\varepsilon} * \gamma^{\varepsilon, N}\right)\left(\xi^{i}\right),\left(\nabla K_{\varepsilon} * \gamma^{\varepsilon, N}\right)\left(\xi^{i}\right)\right) \delta_{\xi_{t}^{i}}
\end{array}\right.
$$

where $\left(K_{\varepsilon}\right)_{\varepsilon>0}$ denotes a sequence of mollifiers such that for all $\varepsilon>0, K_{\varepsilon} \in W^{1,1}\left(\mathbb{R}^{d}\right) \cap W^{1, \infty}\left(\mathbb{R}^{d}\right)$ and we recall that $V_{t}$ is given by (2.1). The first line of (5.1) is a $d$-dimensional classical SDE whose strong existence and pathwise uniqueness are ensured by classical theorems for Lipschitz coefficients. Moreover $\xi^{i}, i=1, \cdots, N$ are i.i.d. In the following lemma, we prove by a fixed-point argument that the third line equation of (5.1) has a unique solution.

Lemma 5.1. We suppose the validity of Assumption 2 Let us fix $\varepsilon>0$ and $N \in \mathbb{N}^{\star}$. Consider the i.i.d. system $\left(\xi^{i}\right)_{i=1, \cdots, N}$ of particles, solution of the two first equations of (5.1). Then, there exists a unique function $\gamma^{\varepsilon, N}$ : $[0, T] \rightarrow \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)$ such that for all $t \in[0, T], \gamma_{t}^{\varepsilon, N}$ is solution of [5.1).

Proof. The proof relies on a fixed-point argument applied to the map $T^{\varepsilon, N}: \mathcal{C}\left([0, T], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right) \rightarrow \mathcal{C}\left([0, T], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right)$ given by

$$
\begin{equation*}
T^{\varepsilon, N}(\gamma)(t): \gamma \mapsto \frac{1}{N} \sum_{i=1}^{N} V_{t}\left(\xi^{i},\left(K_{\varepsilon} * \gamma\right)\left(\xi^{i}\right),\left(\nabla K_{\varepsilon} * \gamma\right)\left(\xi^{i}\right)\right) \delta_{\xi_{t}^{i}} \tag{5.2}
\end{equation*}
$$

In the rest of the proof, the notation $T_{t}^{\varepsilon, N}(\gamma)$ will denote $T^{\varepsilon, N}(\gamma)(t)$.
In order to apply the Banach fixed-point theorem, we emphasize that $\mathcal{C}\left([0, T], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right)$ is equipped with one of the equivalent norms $\|\cdot\|_{T V, \lambda}, \lambda \geq 0$, defined by

$$
\begin{equation*}
\|\gamma\|_{T V, \lambda}:=\sup _{t \in[0, T]} e^{-\lambda t}\|\gamma(t, \cdot)\|_{T V} \tag{5.3}
\end{equation*}
$$

and for which $\left(\mathcal{C}\left([0, T], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right),\|\cdot\|_{T V, \lambda}\right)$ is still complete.
From now on, it remains to ensure that $T^{\varepsilon, N}$ is indeed a contraction with respect $\|\gamma\|_{T V, \lambda}$ for some $\lambda$. To simplify notations, we set for all $i \in\{1, \cdots, N\}$,

$$
\begin{equation*}
T_{t}^{\varepsilon, N, i}(\gamma):=V_{t}\left(\xi^{i},\left(K_{\varepsilon} * \gamma\right)\left(\xi^{i}\right),\left(\nabla K_{\varepsilon} * \gamma\right)\left(\xi^{i}\right)\right), \quad(t, \gamma) \in[0, T] \times \mathcal{C}\left([0, T], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right) \tag{5.4}
\end{equation*}
$$

to re-write (5.2) in the form

$$
\begin{equation*}
T_{t}^{\varepsilon, N}(\gamma)=\frac{1}{N} \sum_{i=1}^{N} T_{t}^{\varepsilon, N, i}(\gamma) \delta_{\xi_{t}^{i}}, \quad(t, \gamma) \in[0, T] \times \mathcal{C}\left([0, T], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right) \tag{5.5}
\end{equation*}
$$

Let $\lambda>0$. Consider now $\gamma^{1}, \gamma^{2} \in \mathcal{C}\left([0, T], \mathcal{M}_{f}\left(\mathbb{R}^{d}\right)\right)$. On the one hand, taking into account (2.1) and (2.3), for all $t \in[0, T], i \in\{1, \cdots, N\}$, we have

$$
\begin{align*}
\left|T_{t}^{\varepsilon, N, i}\left(\gamma^{1}\right)-T_{t}^{\varepsilon, N, i}\left(\gamma^{2}\right)\right| \leq & L_{\Lambda} e^{T M_{\Lambda}} \int_{0}^{t}\left(\left|\left(K_{\varepsilon} * \gamma^{1}\right)\left(\xi_{s}^{i}\right)-\left(K_{\varepsilon} * \gamma^{2}\right)\left(\xi_{s}^{i}\right)\right|\right. \\
& \left.+\mid\left(\nabla K_{\varepsilon} * \gamma^{1}\right)\left(\xi_{s}^{i}\right)-\left(\nabla K_{\varepsilon} * \gamma^{2}\right)\left(\xi_{s}^{i}\right)\right) d s \\
\leq & C \int_{0}^{t}\left\|\gamma_{s}^{1}-\gamma_{s}^{2}\right\|_{T V} d s \\
\leq & C \int_{0}^{t} e^{s \lambda}\left\|\gamma^{1}-\gamma^{2}\right\|_{T V, \lambda} d s \\
= & C\left\|\gamma^{1}-\gamma^{2}\right\|_{T V, \lambda} \frac{e^{\lambda t}-1}{\lambda}, \tag{5.6}
\end{align*}
$$

with $C=C\left(\left\|K_{\varepsilon}\right\|_{\infty},\left\|\nabla K_{\varepsilon}\right\|_{\infty}, L_{\Lambda}, M_{\Lambda}\right)$. It follows that

$$
\begin{align*}
\left\|T^{\varepsilon, N}\left(\gamma^{1}\right)-T^{\varepsilon, N}\left(\gamma^{2}\right)\right\|_{T V, \lambda} & \leq \frac{1}{N} \sum_{i=1}^{N}\left\|T^{\varepsilon, N, i}\left(\gamma^{1}\right) \delta_{\xi^{i}}-T^{\varepsilon, N, i}\left(\gamma^{2}\right) \delta_{\xi^{i}}\right\|_{T V, \lambda} \\
& \leq \frac{C}{\lambda}\left\|\gamma^{1}-\gamma^{2}\right\|_{T V, \lambda} \tag{5.7}
\end{align*}
$$

By taking $\lambda>C$ and invoking Banach fixed-point theorem, we end the proof.
After the preceding preliminary considerations, we can state and prove the main result of the section.
Proposition 5.2. We suppose the validity of Assumption 2 Assume that the kernel $K$ is a probability density verifying

$$
\begin{equation*}
K \in W^{1,1}\left(\mathbb{R}^{d}\right) \cap W^{1, \infty}\left(\mathbb{R}^{d}\right), \quad \int_{\mathbb{R}^{d}}|x|^{d+1} K(x) d x<\infty, \quad \text { and } \quad \int_{\mathbb{R}^{d}}|x|^{d+1}|\nabla K(x)| d x<\infty \tag{5.8}
\end{equation*}
$$

For $\varepsilon>0$, we suppose that $K_{\varepsilon}$ is explicitly given by 4.37) with $K$ satisfying (5.8). Let $u^{\varepsilon}$ be the real valued function defined by (4.17), and $u^{\varepsilon, N}$ such that for any $t \in[0, T]$,

$$
\begin{equation*}
u^{\varepsilon, N}(t, \cdot):=K_{\varepsilon} * \gamma_{t}^{\varepsilon, N} \tag{5.9}
\end{equation*}
$$

where $\gamma^{\varepsilon, N}$ is defined by the third line of (5.1). There exists a finite positive constant $C$ (depending on $L_{\Lambda}, M_{\Lambda}, K$ ) such that for all $t \in[0, T]$ and $N \in \mathbb{N}^{*}, \varepsilon>0$ verifying $\min \left(N, N \varepsilon^{d}\right)>C$ we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}^{\varepsilon}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}^{\varepsilon}\right\|_{1}\right] \leq \frac{C}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{C}{\varepsilon^{d+1}}} \tag{5.10}
\end{equation*}
$$

Remark 5.3. For all $t \in[0, T], N \in \mathbb{N}^{\star}, \varepsilon>0$, the following bound takes place:

$$
\begin{align*}
\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}\right\|_{1}\right] \leq & \mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}^{\varepsilon}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}^{\varepsilon}\right\|_{1}\right] \\
& +\left\|u_{t}^{\varepsilon}-u_{t}\right\|_{1}+\left\|\nabla u_{t}^{\varepsilon}-\nabla u_{t}\right\|_{1}  \tag{5.11}\\
\leq & \frac{C}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{C}{\varepsilon^{d+1}}}+\left\|u_{t}^{\varepsilon}-u_{t}\right\|_{1}+\left\|\nabla u_{t}^{\varepsilon}-\nabla u_{t}\right\|_{1}
\end{align*}
$$

where we have used Proposition 5.2 for the latter inequality. Taking into account Theorem 4.5 above, it appears clearly that the convergence of $u^{\varepsilon, N}$ (resp. $\nabla u^{\varepsilon, N}$ ) to $u\left(\right.$ resp. $\nabla u$ ) will hold as soon as $\frac{1}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{C}{\varepsilon^{d+1}}} \rightarrow 0$ when $\varepsilon \rightarrow 0, N \rightarrow+\infty$. This requires a "trade-off condition" between the speed of convergence of $N$ and $\varepsilon$. Setting $\Phi(\varepsilon):=\varepsilon^{-(d+4)} e^{\frac{2 C}{\varepsilon^{d+1}}}$, the trade-off condition can be formulated as

$$
\begin{equation*}
\frac{1}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{C}{\varepsilon^{d+1}}} \rightarrow 0 \Longleftrightarrow \frac{\Phi(\varepsilon)}{N} \rightarrow 0 \quad \text { when } \quad \varepsilon \rightarrow 0, N \rightarrow+\infty \tag{5.12}
\end{equation*}
$$

An example of such trade-off between $N$ and $\varepsilon$ can be given by the relation $\varepsilon(N)=\left(\frac{1}{\log (N)}\right)^{\frac{1}{d+4}}$.
Proof. Let us fix $\varepsilon>0, N \in \mathbb{N}^{\star}$. For any $\ell=1, \cdots, d$, we introduce the real-valued function $G_{\varepsilon}^{\ell}$ defined on $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
G_{\varepsilon}^{\ell}(x):=\frac{1}{\varepsilon^{d}} \frac{\partial K}{\partial x_{\ell}}\left(\frac{x}{\varepsilon}\right), \quad \text { for almost all } x \in \mathbb{R}^{d} \tag{5.13}
\end{equation*}
$$

By (5.8), there exists a finite positive constant $C$ independent of $\varepsilon$ such that $\left\|G_{\varepsilon}^{\ell}\right\|_{\infty} \leq \frac{C}{\varepsilon^{d}}$ and $\left\|G_{\varepsilon}^{\ell}\right\|_{1}=$ $\left\|G_{1}^{\ell}\right\|_{1} \leq C$. In the sequel, $C$ will always denote a finite positive constant independent of $(\varepsilon, N)$ that may change from line to line. For any $t \in[0, T]$, we introduce the random Borel measure $\tilde{\gamma}_{t}^{\varepsilon, N}$ on $\mathbb{R}^{d}$, defined by

$$
\begin{equation*}
\tilde{\gamma}_{t}^{\varepsilon, N}:=\frac{1}{N} \sum_{i=1}^{N} V_{t}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right) \delta_{\xi_{t}^{i}} \tag{5.14}
\end{equation*}
$$

One can first decompose the error on the l.h.s of inequality (5.10) as follows

$$
\begin{align*}
\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}^{\varepsilon}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}^{\varepsilon}\right\|_{1}\right]= & \mathbb{E}\left[\left\|K_{\varepsilon} *\left(\gamma_{t}^{\varepsilon, N}-\gamma_{t}^{\varepsilon}\right)\right\|_{1}\right]+\frac{1}{\varepsilon} \sum_{\ell=1}^{d} \mathbb{E}\left[\left\|G_{\varepsilon}^{\ell} *\left(\gamma_{t}^{\varepsilon, N}-\gamma_{t}^{\varepsilon}\right)\right\|_{1}\right] \\
\leq & \mathbb{E}\left[\left\|K_{\varepsilon} *\left(\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon, N}\right)\right\|_{1}\right]+\frac{1}{\varepsilon} \sum_{\ell=1}^{d} \mathbb{E}\left[\left\|G_{\varepsilon}^{\ell} *\left(\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon, N}\right)\right\|_{1}\right] \\
& +\mathbb{E}\left[\left\|K_{\varepsilon} *\left(\tilde{\gamma}_{t}^{\varepsilon, N}-\gamma_{t}^{\varepsilon}\right)\right\|_{1}\right]+\frac{1}{\varepsilon} \sum_{\ell=1}^{d} \mathbb{E}\left[\left\|G_{\varepsilon}^{\ell} *\left(\tilde{\gamma}_{t}^{\varepsilon, N}-\gamma_{t}^{\varepsilon}\right)\right\|_{1}\right] \\
= & \mathbb{E}\left[\left\|A_{t}^{\varepsilon, N}\right\|_{1}\right]+\mathbb{E}\left[\left\|A_{t}^{\prime \varepsilon, N}\right\|_{1}\right]+\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right]+\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right] \tag{5.15}
\end{align*}
$$

where, for all $t \in[0, T]$,

$$
\left\{\begin{align*}
A_{t}^{\varepsilon, N}(x) & :=\frac{1}{N} \sum_{i=1}^{N} K_{\varepsilon}\left(x-\xi_{t}^{i}\right)\left[V_{t}\left(\xi^{i}, u^{\varepsilon, N}\left(\xi^{i}\right), \nabla u^{\varepsilon, N}\left(\xi^{i}\right)\right)-V_{t}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)\right]  \tag{5.16}\\
A_{t}^{\varepsilon, N}(x) & :=\frac{1}{\varepsilon} \sum_{\ell=1}^{d}\left|\frac{1}{N} \sum_{i=1}^{N} G_{\varepsilon}^{\ell}\left(x-\xi_{t}^{i}\right)\left[V_{t}\left(\xi^{i}, u^{\varepsilon, N}\left(\xi^{i}\right), \nabla u^{\varepsilon, N}\left(\xi^{i}\right)\right)-V_{t}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)\right]\right| \\
B_{t}^{\varepsilon, N}(x) & :=\frac{1}{N} \sum_{i=1}^{N} K_{\varepsilon}\left(x-\xi_{t}^{i}\right) V_{t}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)-\mathbb{E}\left[K_{\varepsilon}\left(x-\xi_{t}^{1}\right) V_{t}\left(\xi^{1}, u^{\varepsilon}\left(\xi^{1}\right), \nabla u^{\varepsilon}\left(\xi^{1}\right)\right)\right] \\
B_{t}^{\prime \varepsilon, N}(x) & :=\frac{1}{\varepsilon} \sum_{\ell=1}^{d}\left|\frac{1}{N} \sum_{i=1}^{N} G_{\varepsilon}^{\ell}\left(x-\xi_{t}^{i}\right) V_{t}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)-\mathbb{E}\left[G_{\varepsilon}^{\ell}\left(x-\xi_{t}^{1}\right) V_{t}\left(\xi^{1}, u^{\varepsilon}\left(\xi^{1}\right), \nabla u^{\varepsilon}\left(\xi^{1}\right)\right)\right]\right|
\end{align*}\right.
$$

We will proceed in two steps, first bounding $\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right]$ and $\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right]$ and then $\mathbb{E}\left[\left\|A_{t}^{\varepsilon, N}\right\|_{1}\right]$ and $\mathbb{E}\left[\left\|A_{t}^{\varepsilon, N}\right\|_{1}\right]$.
Step 1: Bounding $\mathbb{E}\left\|B_{t}^{\varepsilon, N}\right\|_{1}$ and $\mathbb{E}\left\|B_{t}^{\prime \varepsilon, N}\right\|_{1}$. For any $i \in\{1, \cdots, N\}$ and $(t, x) \in[0, T] \times \mathbb{R}^{d}$ we set

$$
\begin{equation*}
P_{i}^{\varepsilon}(t, x):=K_{\varepsilon}\left(x-\xi_{t}^{i}\right) V_{t}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)-\mathbb{E}\left[K_{\varepsilon}\left(x-\xi_{t}^{i}\right) V_{t}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)\right] \tag{5.17}
\end{equation*}
$$

Notice that for fixed $(t, x) \in[0, T] \times \mathbb{R}^{d},\left(P_{i}^{\varepsilon}(t, x)\right)_{i=1, \cdots, N}$ are i.i.d. centered square integrable random variables. Hence using Cauchy-Schwarz inequality, we have

$$
\begin{align*}
\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right] & =\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left\lfloor\left.\frac{1}{N} \sum_{i=1}^{N} P_{i}^{\varepsilon}(t, x) \right\rvert\,\right] d x\right. \\
& \leq \int_{\mathbb{R}^{d}} \sqrt{\mathbb{E}\left[\left(\frac{1}{N} \sum_{i=1}^{N}\left(P_{i}^{\varepsilon}(t, x)\right)\right)^{2}\right]} d x \\
& =\frac{1}{\sqrt{N}} \int_{\mathbb{R}^{d}} \sqrt{\mathbb{E}\left[\left(P_{1}^{\varepsilon}(t, x)\right)^{2}\right]} d x \tag{5.18}
\end{align*}
$$

By the boundedness assumption on $\Lambda$ (item 5. of Assumption(2),

$$
\mathbb{E}\left[\left(P_{1}^{\varepsilon}(t, x)\right)^{2}\right] \leq 4 e^{2 M_{\Lambda} T} \mathbb{E}\left[\left(K_{\varepsilon}\left(x-\xi_{t}^{1}\right)\right)^{2}\right],
$$

which implies

$$
\begin{equation*}
\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right] \leq \frac{C}{\sqrt{N}} \int_{\mathbb{R}^{d}} \sqrt{\mathbb{E}\left[\left(K_{\varepsilon}\left(x-\xi_{t}^{1}\right)\right)^{2}\right]} d x=\frac{C}{\sqrt{N}} \frac{\sqrt{\int_{\mathbb{R}^{d}} K^{2}(x) d x}}{\sqrt{\varepsilon^{d}}} \int_{\mathbb{R}^{d}} \sqrt{H_{\varepsilon} * p_{t}}(x) d x \tag{5.19}
\end{equation*}
$$

where $p_{t}$ is the law density of $\xi_{t}^{1}$ and $H_{\varepsilon}$ is the probability density on $\mathbb{R}^{d}$ such that for almost all $x \in \mathbb{R}^{d}, H_{\varepsilon}(x):=\frac{1}{\int_{\mathbb{R}^{d}} K^{2}(x) d x} \frac{1}{\varepsilon^{d}} K^{2}\left(\frac{x}{\varepsilon}\right)$, which is well-defined thanks to assumption (5.8). Finally, applying Lemma 7.2 with $G=\frac{K^{2}}{\|K\|_{2}^{2}}$ and $f=p_{t}$ we obtain

$$
\begin{equation*}
\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right] \leq \frac{C}{\sqrt{N \varepsilon^{d}}}, \quad \text { for } \varepsilon \text { small enough. } \tag{5.20}
\end{equation*}
$$

Proceeding similarly for the term $B_{t}^{\ell \varepsilon, N}$ leads to
$\mathbb{E}\left[\left\|B_{t}^{\varepsilon, N}\right\|_{1}\right] \leq \frac{C}{\sqrt{N \varepsilon^{2}}} \sum_{\ell=1}^{d} \int_{\mathbb{R}^{d}} \sqrt{\mathbb{E}\left[\left(G_{\varepsilon}^{\ell}\left(x-\xi_{t}^{1}\right)\right)^{2}\right]} d x=\frac{C}{\sqrt{N \varepsilon^{2}}} \sum_{\ell=1}^{d} \frac{\sqrt{\int_{\mathbb{R}^{d}}\left|\frac{\partial K}{\partial x_{\ell}}(x)\right|^{2} d x}}{\sqrt{\varepsilon^{d}}} \int_{\mathbb{R}^{d}} \sqrt{H_{\varepsilon}^{\ell} * p_{t}}(x) d x$,
where $H_{\varepsilon}^{\ell}, \ell=1, \cdots, d$ denotes the probability densities on $\mathbb{R}^{d}$ such that for almost all $x \in \mathbb{R}^{d}$, $H_{\varepsilon}^{\ell}(x):=\frac{1}{\int_{\mathbb{R}^{d}}\left|\frac{\partial K}{\partial x_{\ell}}(x)\right|^{2} d x} \frac{1}{\varepsilon^{d}}\left|\frac{\partial K}{\partial x_{\ell}}\left(\frac{x}{\varepsilon}\right)\right|^{2}$. Applying again Lemma 7.2 with $G=\frac{\left|\frac{\partial K}{\partial x_{\ell}}\right|^{2}}{\left\|\frac{\partial K}{\partial x_{\ell}}\right\|_{2}^{2}}, \ell=1, \cdots, d$ and $f=p_{t}$ we obtain

$$
\begin{equation*}
\mathbb{E}\left[\left\|B_{t}^{\prime \varepsilon, N}\right\|_{1}\right] \leq \frac{C}{\sqrt{N \varepsilon^{d+2}}}, \quad \text { for } \varepsilon \text { small enough. } \tag{5.22}
\end{equation*}
$$

Step 2: Bounding $\mathbb{E}\left\|A_{t}^{\varepsilon, N}\right\|_{1}$ and $\mathbb{E}\left\|A_{t}^{\ell, N}\right\|_{1}$. Recall that $A_{t}^{\varepsilon, N}(x)=K_{\varepsilon} *\left(\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon, N}\right)(x)$ and $A_{t}^{\ell, N}(x)=$ $\frac{1}{\varepsilon} \sum_{\ell=1}^{d}\left|G_{\varepsilon}^{\ell} *\left(\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon, N}\right)\right|(x)$, which yields

$$
\begin{equation*}
\mathbb{E}\left[\left\|A_{t}^{\varepsilon, N}\right\|_{1}\right]+\mathbb{E}\left[\left\|A_{t}^{\varepsilon, N}\right\|_{1}\right] \leq \frac{C}{\varepsilon} \mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right] . \tag{5.23}
\end{equation*}
$$

We are now interested in bounding the r.h.s. of (5.23).
Recalling (5.1), (5.14) and inequality (2.3), we have

$$
\begin{align*}
\mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right]= & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left|V_{t}\left(\xi^{i}, u^{\varepsilon, N}, \nabla u^{\varepsilon, N}\right)-V_{t}\left(\xi^{i}, u^{\varepsilon}, \nabla u^{\varepsilon}\right)\right|\right] \\
\leq & C \mathbb{E}\left[\int_{0}^{t}\left(\left|u_{s}^{\varepsilon, N}-u_{s}^{\varepsilon}\right|\left(\xi_{s}^{1}\right)+\left|\nabla u_{s}^{\varepsilon, N}-\nabla u_{s}^{\varepsilon}\right|\left(\xi_{s}^{1}\right)\right) d s\right] \\
\leq & C \int_{0}^{t}\left(\mathbb{E}\left[\left|K_{\varepsilon} *\left(\gamma_{s}^{\varepsilon, N}-\tilde{\gamma}_{s}^{\varepsilon, N}\right)\left(\xi_{s}^{1}\right)\right|\right]+\mathbb{E}\left[\left|K_{\varepsilon} *\left(\tilde{\gamma}_{s}^{\varepsilon, N}-\gamma_{s}^{\varepsilon}\right)\left(\xi_{s}^{1}\right)\right|\right] d s\right) \\
& +\frac{C}{\varepsilon} \sum_{\ell=1}^{d} \int_{0}^{t}\left(\mathbb{E}\left[\left|G_{\varepsilon}^{\ell} *\left(\gamma_{s}^{\varepsilon, N}-\tilde{\gamma}_{s}^{\varepsilon, N}\right)\left(\xi_{s}^{1}\right)\right|\right]+\mathbb{E}\left[\left|G_{\varepsilon}^{\ell} *\left(\tilde{\gamma}_{s}^{\varepsilon, N}-\gamma_{s}^{\varepsilon}\right)\left(\xi_{s}^{1}\right)\right|\right]\right) d s \tag{5.24}
\end{align*}
$$

By inequality (7.18) in Lemma 7.4, there exists a finite constant $C>0$ such that $\left\|p_{s}\right\|_{\infty} \leq C\left\|u_{0}\right\|_{\infty}$ for all $s \in[0, T]$. Thus using inequality (5.20), we obtain

$$
\begin{align*}
& \mathbb{E}\left[\left|K_{\varepsilon} *\left(\gamma_{s}^{\varepsilon, N}-\gamma_{s}^{\varepsilon}\right)\left(\xi_{s}^{1}\right)\right|\right] \\
& \leq \frac{1}{N} \mathbb{E}\left[\mid K_{\varepsilon}(0) V_{s}\left(\xi^{1}, u^{\varepsilon}\left(\xi^{1}\right), \nabla u^{\varepsilon}\left(\xi^{1}\right)\right)-\mathbb{E}\left[K_{\varepsilon}\left(\xi_{s}^{1}-\xi_{s}^{2}\right) V_{s}\left(\xi^{2}, u^{\varepsilon}\left(\xi^{2}\right), \nabla u^{\varepsilon}\left(\xi^{2}\right)\right)\left|\xi^{2}\right| \mid\right]\right. \\
& +\frac{N-1}{N} \frac{1}{N-1} \int_{\mathbb{R}^{d}}\left|\sum_{i=2}^{N}\left[K_{\varepsilon}\left(x-\xi_{s}^{i}\right) V_{s}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)-\mathbb{E}\left[K\left(x-\xi_{s}^{i}\right) V_{s}\left(\xi^{i}, u^{\varepsilon}\left(\xi^{i}\right), \nabla u^{\varepsilon}\left(\xi^{i}\right)\right)\right]\right]\right| p_{s}(x) d x \\
& \leq \frac{C}{N \varepsilon^{d}}+\frac{N-1}{N} \frac{C}{\sqrt{(N-1) \varepsilon^{d}}} \\
& \left.\leq \frac{C}{\sqrt{N \varepsilon^{d}}} \quad \text { (for } \quad\left(N \text { and } N \varepsilon^{d}\right) \quad \text { sufficiently large }\right), s \in[0, T] . \tag{5.25}
\end{align*}
$$

Similarly we get

$$
\begin{equation*}
\sum_{\ell=1}^{d} \mathbb{E}\left[\left|\frac{1}{\varepsilon} G_{\varepsilon}^{\ell} *\left(\tilde{\gamma}_{s}^{\varepsilon, N}-\gamma_{s}^{\varepsilon}\right)\left(\xi_{s}^{1}\right)\right|\right] \leq \frac{C}{\sqrt{N \varepsilon^{d+2}}}, \quad s \in[0, T] . \tag{5.26}
\end{equation*}
$$

Moreover, for all $s \in[0, T]$, the boundedness of $|K|$ and $|\nabla K|$ implies

$$
\begin{equation*}
\mathbb{E}\left[\left|K_{\varepsilon} *\left(\gamma_{s}^{\varepsilon, N}-\tilde{\gamma}_{s}^{\varepsilon, N}\right)\left(\xi_{s}^{1}\right)\right|\right]+\sum_{\ell=1}^{d} \mathbb{E}\left[\left|\frac{1}{\varepsilon} G_{\varepsilon}^{\ell} *\left(\gamma_{s}^{\varepsilon, N}-\tilde{\gamma}_{s}^{\varepsilon, N}\right)\left(\xi_{s}^{1}\right)\right|\right] \leq \frac{C}{\varepsilon^{d+1}}\left[\left\|\gamma_{s}^{\varepsilon, N}-\tilde{\gamma}_{s}^{\varepsilon, N}\right\|_{T V}\right] . \tag{5.27}
\end{equation*}
$$

Injecting inequalities (5.25) (5.26) and (5.27) into (5.24) gives

$$
\mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right] \leq \frac{C}{\sqrt{N \varepsilon^{d+2}}}+\frac{C}{\varepsilon^{d+1}} \int_{0}^{t} \mathbb{E}\left[\left\|\gamma_{s}^{\varepsilon, N}-\tilde{\gamma}_{s}^{\varepsilon, N}\right\|_{T V}\right] d s
$$

By Gronwall's lemma we obtain $\mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\tilde{\gamma}_{t}^{\varepsilon}\right\|_{T V}\right] \leq \frac{C}{\sqrt{N \varepsilon^{d+2}}} e^{\frac{C}{\varepsilon^{d+1}}}$, which together with (5.23) completes the proof by implying the inequality

$$
\begin{equation*}
\mathbb{E}\left[\left\|A_{t}^{\varepsilon, N}\right\|_{1}\right]+\mathbb{E}\left[\left\|A_{t}^{\prime \varepsilon, N}\right\|_{1}\right] \leq \frac{C}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{C}{\varepsilon^{d+1}}} \tag{5.28}
\end{equation*}
$$

As a straightforward consequence of Proposition 5.2 and Theorem4.5, the corollary below follows.

Corollary 5.4. Assume that the same assumptions as in Proposition 5.2 are fulfilled.
If $\varepsilon \rightarrow 0, N \rightarrow+\infty$ such that $\frac{1}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{C}{\varepsilon^{d+1}}} \rightarrow 0$, (where $C$ is the constant coming from Proposition 5.2) then

$$
\begin{equation*}
\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}\right\|_{1}\right] \longrightarrow 0 \tag{5.29}
\end{equation*}
$$

Proof. Let us fix $\varepsilon>0, N \in \mathbb{N}^{\star}, t \in[0, T]$. The proof is based on the bound

$$
\begin{align*}
\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}\right\|_{1}\right] \leq & \mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}^{\varepsilon}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}^{\varepsilon}\right\|_{1}\right] \\
& +\left\|u_{t}^{\varepsilon}-u_{t}\right\|_{1}+\left\|\nabla u_{t}^{\varepsilon}-\nabla u_{t}\right\|_{1} \\
\leq & \frac{C}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{c}{\varepsilon^{d+1}}}+\left\|u_{t}^{\varepsilon}-u_{t}\right\|_{1}+\left\|\nabla u_{t}^{\varepsilon}-\nabla u_{t}\right\|_{1} \tag{5.30}
\end{align*}
$$

where we have used Proposition 5.2 for the second inequality above. Moreover, Theorem 4.5 gives $\| u_{t}^{\varepsilon}-$ $u_{t}\left\|_{1}+\right\| \nabla u_{t}^{\varepsilon}-\nabla u_{t} \|_{1} \longrightarrow 0$ for $\varepsilon \rightarrow 0$. This concludes the proof of the corollary.

### 5.2 Time discretized scheme

In this section, we will make use of the assumptions below.
Assumption 3. All items of Assumption 2 are in force excepted 1. and 4. which are replaced by the following.

1. There exist positive reals $L_{\Phi}, L_{g}$ such that for any $\left(t, t^{\prime}, x, x^{\prime}\right) \in[0, T]^{2} \times\left(\mathbb{R}^{d}\right)^{2}$,

$$
\left|\Phi(t, x)-\Phi\left(t, x^{\prime}\right)\right| \leq L_{\Phi}\left(\left|t-t^{\prime}\right|^{\frac{1}{2}}+\left|x-x^{\prime}\right|\right)
$$

and

$$
\left|g(t, x)-g\left(t, x^{\prime}\right)\right| \leq L_{g}\left(\left|t-t^{\prime}\right|^{\frac{1}{2}}+\left|x-x^{\prime}\right|\right)
$$

4. There exists a positive real $L_{\Lambda}$, such that for any $\left(t, t^{\prime}, x, x^{\prime}, y, y^{\prime}, z, z^{\prime}\right) \in[0, T]^{2} \times\left(\mathbb{R}^{d}\right)^{2} \times\left(\mathbb{R}^{d}\right)^{2} \times\left(\mathbb{R}^{d}\right)^{2}$,

$$
\left|\Lambda(t, x, y, z)-\Lambda\left(t^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right)\right| \leq L_{\Lambda}\left(\left|t-t^{\prime}\right|^{\frac{1}{2}}+\left|x-x^{\prime}\right|+\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right)
$$

We also add the following item.
7. $\left(K_{\varepsilon}\right)_{\varepsilon>0}$ denotes a sequence of mollifiers explicitly given by $K_{\varepsilon}(x):=\frac{1}{\varepsilon^{d}} K\left(\frac{x}{\varepsilon}\right)$, where the kernel $K$ is a probability density belonging to $W^{1,1}\left(\mathbb{R}^{d}\right) \cap W^{1, \infty}\left(\mathbb{R}^{d}\right)$.

We assume the validity of Assumption 3 For $n \in \mathbb{N}^{\star}$, we set $\delta t=T / n$ and introduce the time grid $\left(0=t_{0}<\cdots<t_{k}=k \delta t<\cdots<t_{n}=T\right)$. For any $N \in \mathbb{N}^{\star}, \varepsilon>0$ and $n \in \mathbb{N}^{*}$, we define the measurevalued functions $\left(\bar{\gamma}_{t}^{\varepsilon, N, n}\right)_{t \in[0, T]}$ such that for any $t \in[0, T]$,

$$
\left\{\begin{array}{l}
\bar{\xi}_{t}^{i}=\bar{\xi}_{0}^{i}+\int_{0}^{t} \Phi\left(r(s), \bar{\xi}_{r(s)}^{i}\right) d W_{s}^{i}+\int_{0}^{t} g\left(r(s), \bar{\xi}_{r(s)}^{i}\right) d s, \text { for } i=1, \cdots, N  \tag{5.31}\\
\bar{\xi}_{0}^{i}=Y_{0}^{i} \quad \text { for } i=1, \cdots, N \\
\bar{\gamma}_{t}^{\varepsilon, N, n}=\frac{1}{N} \sum_{i=1}^{N} \bar{V}_{t}\left(\bar{\xi}^{i},\left(K_{\varepsilon} * \bar{\gamma}^{\varepsilon, N, n}\right)\left(\bar{\xi}^{i}\right),\left(\nabla K_{\varepsilon} * \bar{\gamma}^{\varepsilon, N, n}\right)\left(\bar{\xi}^{i}\right)\right) \delta_{\bar{\xi}_{t}^{i}}
\end{array}\right.
$$

where for $(t, x, y, z) \in[0, T] \times \mathcal{C}^{d} \times \mathcal{C} \times \mathcal{C}^{d}$,

$$
\begin{equation*}
\bar{V}_{t}(x, y, z):=\exp \left\{\int_{0}^{t} \Lambda\left(r(s), x_{r(s)}, y_{r(s)}, z_{r(s)}\right) d s\right\} \tag{5.32}
\end{equation*}
$$

and $r: s \in[0, T] \mapsto r(s) \in\left\{t_{0}, \cdots, t_{n}\right\}$ is the piecewise constant function such that $r(s)=t_{k}$ when $s \in\left[t_{k}, t_{k+1}\right)$. In the sequel, we will often use the notation $\bar{\gamma}_{t}^{\varepsilon, N}$ instead of $\bar{\gamma}_{t}^{\varepsilon, N, n}$ deliberately dropping the exponent $n$ to simplify the notation. The proposition below establishes the convergence of the time discretized scheme (5.31) to the continuous time version (5.1).

Proposition 5.5. Suppose the validity of Assumption 3 The gradient $\nabla K$ of $K$ is also supposed to be Lipschitz with the corresponding constant $L_{\nabla K}$. For fixed parameters $\varepsilon>0, N \in \mathbb{N}^{\star}$ and $n \in \mathbb{N}^{\star}$, we introduce $\bar{u}^{\varepsilon, N, n}$ such that for any $t \in[0, T]$,

$$
\begin{equation*}
\bar{u}^{\varepsilon, N, n}(t, \cdot):=K_{\varepsilon} * \bar{\gamma}_{t}^{\varepsilon, N, n} . \tag{5.33}
\end{equation*}
$$

where $\bar{\gamma}_{t}^{\varepsilon, N, n}$ is defined by (5.31). Then

$$
\begin{equation*}
\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-\bar{u}_{t}^{\varepsilon, N, n}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla \bar{u}_{t}^{\varepsilon, N, n}\right\|_{1}\right] \leq \frac{\bar{C}}{\varepsilon^{d+3} \sqrt{n}^{e^{\frac{\bar{c}}{\varepsilon^{d+1}}}}, ~} \tag{5.34}
\end{equation*}
$$

where $\bar{C}$ is a finite, positive constant only depending on $M_{\Phi}, M_{g}, M_{\Lambda},\|K\|_{\infty},\|\nabla K\|_{\infty}, L_{\Phi}, L_{g}, L_{\Lambda}, L_{\nabla K}, T$.
From Proposition 5.5 and Corollary 5.4 follows the result below.
Theorem 5.6. Suppose the validity of Assumption 3 The gradient $\nabla K$ of $K$ is supposed to be Lipschitz with constant $L_{\nabla K}$. Suppose moreover that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|x|^{d+1} K(x) d x<\infty, \quad \text { and } \quad \int_{\mathbb{R}^{d}}|x|^{d+1}|\nabla K(x)| d x<\infty \tag{5.35}
\end{equation*}
$$

If $\varepsilon \rightarrow 0, n \rightarrow+\infty$ and $N \rightarrow+\infty$ such that

$$
\begin{equation*}
\frac{1}{\sqrt{N \varepsilon^{d+4}}} e^{\frac{C}{\varepsilon^{d+1}}} \longrightarrow 0 \quad \text { and } \quad \frac{1}{\varepsilon^{d+3} \sqrt{n}} e^{\frac{\bar{c}}{\varepsilon^{d+1}}} \longrightarrow 0 \tag{5.36}
\end{equation*}
$$

where $C$ and $\bar{C}$ are constants respectively appearing in Proposition 5.2 and 5.5 then for all $t \in[0, T]$, the particle approximation $\bar{u}_{t}^{\varepsilon, N, n}$ defined by (5.33) converges to the unique solution, $u_{t}$, of (1.1) or equivalently (3.15), in the sense that

$$
\begin{equation*}
\mathbb{E}\left[\left\|\bar{u}_{t}^{\varepsilon, N, n}-u_{t}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla \bar{u}_{t}^{\varepsilon, N, n}-\nabla u_{t}\right\|_{1}\right] \longrightarrow 0 \tag{5.37}
\end{equation*}
$$

Proof. For all $N, n \in \mathbb{N}^{\star}, \varepsilon>0$ and $t \in[0, T]$, we have

$$
\begin{align*}
\mathbb{E}\left[\left\|\bar{u}_{t}^{\varepsilon, N, n}-u_{t}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla \bar{u}_{t}^{\varepsilon, N, n}-\nabla u_{t}\right\|_{1}\right] \leq & \mathbb{E}\left[\left\|\bar{u}_{t}^{\varepsilon, N, n}-u_{t}^{\varepsilon, N}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla \bar{u}_{t}^{\varepsilon, N, n}-\nabla u_{t}^{\varepsilon, N}\right\|_{1}\right] \\
& +\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-u_{t}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla u_{t}\right\|_{1}\right] \tag{5.38}
\end{align*}
$$

Inequality (5.34) of Proposition 5.5 and the second trade-off condition in 5.36) imply that the first two expectations in the r.h.s. of (5.38) converges to 0 .
By Corollary 5.4, we claim it is enough to state that the third and fourth expectations in the r.h.s. of (5.38) also converges to 0 . This concludes the proof.

The proof of Proposition 5.5 above will be based on the following technical lemma, proved in the appendix.

Lemma 5.7. We assume that the same assumptions as in Proposition 5.5 are fulfilled. Let $\varepsilon>0,(N, n) \in\left(\mathbb{N}^{\star}\right)^{2}$ such that $\delta t=\frac{T}{n}$. Let $u^{\varepsilon, N}$ (resp. $\bar{u}^{\varepsilon, N}$ ) be the function defined by (5.9) (resp. (5.33)).
There exists a constant $C>0$, only depending on $M_{\Phi}, M_{g}, M_{\Lambda},\|K\|_{\infty},\|\nabla K\|_{\infty}, L_{\Lambda}, L_{\nabla K}$ and $T$, such that for all $t \in[0, T]$, the following estimates hold.

1. For almost all $x, y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\left|\bar{u}_{t}^{\varepsilon, N}(x)-\bar{u}_{t}^{\varepsilon, N}(y)\right| \leq \frac{C}{\varepsilon^{d+1}}|x-y| \quad \text { and } \quad\left|\nabla \bar{u}_{t}^{\varepsilon, N}(x)-\nabla \bar{u}_{t}^{\varepsilon, N}(y)\right| \leq \frac{C}{\varepsilon^{d+2}}|x-y| . \tag{5.39}
\end{equation*}
$$

2. 

$$
\begin{equation*}
\mathbb{E}\left[\left\|\bar{u}_{t}^{\varepsilon, N}-\bar{u}_{r(t)}^{\varepsilon, N}\right\|_{\infty}\right] \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+1}} \quad \text { and } \quad \mathbb{E}\left[\left\|\nabla \bar{u}_{t}^{\varepsilon, N}-\nabla \bar{u}_{r(t)}^{\varepsilon, N}\right\|_{\infty}\right] \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+2}} \tag{5.40}
\end{equation*}
$$

Proof of Proposition 5.5 In this proof, $C$ denotes a real positive constant (depending on $M_{\Phi}, M_{g}, M_{\Lambda},\|K\|_{\infty}$, $\left.\|\nabla K\|_{\infty}, L_{\Phi}, L_{g}, L_{\Lambda}, L_{\nabla K}, T\right)$ that may change from line to line. Let us fix $\varepsilon>0, N \in \mathbb{N}^{\star}, n \in \mathbb{N}^{\star}$.
Let us now prove inequality (5.34). To this end, $G_{\varepsilon}^{\ell}$ will again denote the real-valued functions defined on $\mathbb{R}^{d}$ by (5.13). It is easy to observe that there exists a constant $C>0$ depending on $\|K\|_{1},\left\|\frac{\partial K}{\partial x_{\ell}}\right\|_{1}, \ell=1, \cdots, d$, such that

$$
\begin{equation*}
\left\|K_{\varepsilon}\right\|_{1}+\sum_{\ell=1}^{d}\left\|G_{\varepsilon}^{\ell}\right\|_{1} \leq C \tag{5.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|K_{\varepsilon}\right\|_{\infty}+\sum_{\ell=1}^{d}\left\|G_{\varepsilon}^{\ell}\right\|_{\infty} \leq \frac{C}{\varepsilon^{d}} . \tag{5.42}
\end{equation*}
$$

From (5.9) and (5.33), we recall that $u^{\varepsilon, N}$ and $\bar{u}^{\varepsilon, N}$ are defined by

$$
\begin{equation*}
\forall t \in[0, T], u_{t}^{\varepsilon, N}=K_{\varepsilon} * \gamma_{t}^{\varepsilon, N} \quad \text { and } \quad \bar{u}_{t}^{\varepsilon, N}=K_{\varepsilon} * \bar{\gamma}_{t}^{\varepsilon, N} \tag{5.43}
\end{equation*}
$$

For all $t \in[0, T]$, we have

$$
\begin{align*}
\mathbb{E}\left[\left\|u_{t}^{\varepsilon, N}-\bar{u}_{t}^{\varepsilon, N}\right\|_{1}\right]+\mathbb{E}\left[\left\|\nabla u_{t}^{\varepsilon, N}-\nabla \bar{u}_{t}^{\varepsilon, N}\right\|_{1}\right] & \leq \mathbb{E}\left[\left\|K_{\varepsilon} *\left(\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right)\right\|_{1}\right]+\frac{1}{\varepsilon} \sum_{l=1}^{d} \mathbb{E}\left[\left\|G_{\varepsilon}^{\ell} *\left(\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right)\right\|_{1}\right] \\
& \leq \mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right]+\frac{1}{\varepsilon} \sum_{\ell=1}^{d}\left\|G_{\varepsilon}^{\ell}\right\|_{1} \mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right] \\
& =\frac{C}{\varepsilon}\left[\mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right]\right. \text { by } \tag{5.44}
\end{align*}
$$

It follows, for $t \in[0, T]$,

$$
\begin{align*}
\mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right]= & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left|V_{t}\left(\xi^{i}, u^{\varepsilon, N}\left(\xi^{i}\right), \nabla u^{\varepsilon, N}\left(\xi^{i}\right)\right)-\bar{V}_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla u^{\varepsilon, N, n}\left(\bar{\xi}^{i}\right)\right)\right|\right] \\
\leq & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left|V_{t}\left(\xi^{i}, u^{\varepsilon, N}\left(\xi^{i}\right), \nabla u^{\varepsilon, N}\left(\xi^{i}\right)\right)-V_{t}\left(\xi^{i}, \bar{u}^{\varepsilon, N}\left(\xi^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\xi^{i}\right)\right)\right|\right] \\
& +\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left|V_{t}\left(\xi^{i}, \bar{u}^{\varepsilon, N}\left(\xi^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\xi^{i}\right)\right)-V_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla u^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)\right|\right] \\
& +\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left|V_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)-\bar{V}_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla u^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)\right|\right] . \tag{5.45}
\end{align*}
$$

We are now interested in bounding each term in the r.h.s. of (5.45). Let us fix $t \in[0, T], i \in\{1, \cdots, N\}$. Since $\Lambda$ is bounded and Lipschitz, inequality (2.3) implies

$$
\begin{align*}
A_{t}^{i, \varepsilon, N, n} & :=\mathbb{E}\left[\left|V_{t}\left(\xi^{i}, u^{\varepsilon, N}\left(\xi^{i}\right), \nabla u^{\varepsilon, N}\left(\xi^{i}\right)\right)-V_{t}\left(\xi^{i}, \bar{u}^{\varepsilon, N}\left(\xi^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\xi^{i}\right)\right)\right|\right] \\
& \leq e^{M_{\Lambda} T} \mathbb{E}\left[\int_{0}^{t}\left|\Lambda\left(s, \xi_{s}^{i}, u_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right), \nabla u_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)\right)-\Lambda\left(s, \xi_{s}^{i} \bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right), \nabla \bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)\right)\right|\right] d s \\
& \leq e^{M_{\Lambda} T} L_{\Lambda} \int_{0}^{t}\left\{\mathbb{E}\left[\left|u_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)-\bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)\right|\right]+\mathbb{E}\left[\left|\nabla u_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)-\nabla \bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)\right|\right]\right\} d s . \tag{5.46}
\end{align*}
$$

Taking into account (5.43), for all $s \in[0, T]$, it follows

$$
\begin{align*}
\mathbb{E}\left[\left|u_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)-\bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)\right|\right] & =\mathbb{E}\left[\left|K_{\varepsilon} *\left(\gamma_{s}^{\varepsilon, N}-\bar{\gamma}_{s}^{\varepsilon, N}\right)\left(\xi_{s}^{i}\right)\right|\right] \\
& \leq \frac{C}{\varepsilon^{d}} \mathbb{E}\left[\left\|\gamma_{s}^{\varepsilon, N}-\bar{\gamma}_{s}^{\varepsilon, N}\right\|_{T V}\right] \tag{5.47}
\end{align*}
$$

where we have used inequality (5.42). In a very similar way, we also obtain

$$
\begin{align*}
\mathbb{E}\left[\left|\nabla u_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)-\nabla \bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)\right|\right] & =\frac{1}{\varepsilon} \sum_{\ell=1}^{d} \mathbb{E}\left[\left|G_{\varepsilon}^{\ell} *\left(\gamma_{s}^{\varepsilon, N}-\bar{\gamma}_{s}^{\varepsilon, N}\right)\left(\xi_{s}^{i}\right)\right|\right] \\
& \leq \frac{C}{\varepsilon^{d+1}} \mathbb{E}\left[\left\|\gamma_{s}^{\varepsilon, N}-\bar{\gamma}_{s}^{\varepsilon, N}\right\|_{T V}\right] \tag{5.48}
\end{align*}
$$

for all $s \in[0, T]$. Injecting (5.47) and (5.48) in the r.h.s. of (5.46) yields

$$
\begin{equation*}
A_{t}^{i, \varepsilon, N, n} \leq \frac{C}{\varepsilon^{d+1}} \int_{0}^{t} \mathbb{E}\left[\left\|\gamma_{s}^{\varepsilon, N}-\bar{\gamma}_{s}^{\varepsilon, N}\right\|_{T V}\right] d s \tag{5.49}
\end{equation*}
$$

Concerning the second term in the r.h.s. of (5.45), we invoke again (2.3) to obtain

$$
\begin{align*}
B_{t}^{i, \varepsilon, N, n} & :=\mathbb{E}\left[\left|V_{t}\left(\xi^{i}, \bar{u}^{\varepsilon, N}\left(\xi^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\xi^{i}\right)\right)-V_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)\right|\right] \\
& \leq e^{M_{\Lambda} T} L_{\Lambda} \mathbb{E}\left[\int_{0}^{t}\left|\Lambda\left(s, \xi_{s}^{i}, \bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right), \nabla \bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)\right)-\Lambda\left(s, \bar{\xi}_{s}^{i}, \bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right), \nabla \bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)\right)\right|\right] d s \\
& \leq e^{M_{\Lambda} T} L_{\Lambda} \int_{0}^{t}\left\{\mathbb{E}\left[\left|\xi_{s}^{i}-\bar{\xi}_{s}^{i}\right|\right]+\mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)-\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)\right|\right]+\mathbb{E}\left[\left|\nabla \bar{u}_{s}^{\varepsilon, N}\left(\xi_{s}^{i}\right)-\nabla \bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)\right|\right]\right\} d s \\
& \leq \frac{C e^{M_{\Lambda} T} L_{\Lambda} T \sqrt{\delta t}}{\varepsilon^{d+2}} \\
& \leq \frac{C}{\varepsilon^{d+2} \sqrt{n}} \tag{5.50}
\end{align*}
$$

where we have used successively classical bounds of the Euler scheme (see e.g. Section 10.2, Chapter 10 in [15]) and (5.39).
Regarding the third term, similarly as for the above inequality (5.50), (2.3) yields

$$
\begin{align*}
C_{t}^{i, \varepsilon, N, n}:= & \mathbb{E}\left[\left|V_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)-\bar{V}_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)\right|\right] \\
\leq & e^{M_{\Lambda} T} L_{\Lambda} \int_{0}^{t}\left(|s-r(s)|^{\frac{1}{2}}+\mathbb{E}\left[\left|\bar{\xi}_{s}^{i}-\bar{\xi}_{r(s)}^{i}\right|\right]+\mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)-\bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right]\right. \\
& \left.+\mathbb{E}\left[\left|\nabla \bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)-\nabla \bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right]\right) d s, \tag{5.51}
\end{align*}
$$

where we have used Hölder property of $\Lambda$ w.r.t. the time variable.
Boundedness of $\Phi, g$ with classical Burkholder-Davis-Gundy (BDG) inequality give

$$
\begin{equation*}
\mathbb{E}\left[\left|\bar{\xi}_{s}^{i}-\bar{\xi}_{r(s)}^{i}\right|\right] \leq 2 C \sqrt{\delta t} \leq \frac{C}{\sqrt{n}}, \quad s \in[0, T] \tag{5.52}
\end{equation*}
$$

To bound the third term in the r.h.s. of (5.51), we use the following decomposition: for all $s \in[0, T]$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)-\bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right] \leq \mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)-\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right]+\mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)-\bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right] \tag{5.53}
\end{equation*}
$$

We first observe that the first inequality (5.39) gives

$$
\begin{equation*}
\mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)-\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right] \leq \frac{C}{\varepsilon^{d+1}} \mathbb{E}\left[\left|\bar{\xi}_{s}^{i}-\bar{\xi}_{r(s)}^{i}\right|\right] \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+1}} \leq \frac{C}{\varepsilon^{d+1} \sqrt{n}} \tag{5.54}
\end{equation*}
$$

for all $s \in[0, T]$. Invoking now the first inequality of (5.40) leads to

$$
\begin{equation*}
\mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)-\bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right] \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+1}} \leq \frac{C}{\varepsilon^{d+1} \sqrt{n}}, \quad s \in[0, T] \tag{5.55}
\end{equation*}
$$

Injecting now (5.55) and (5.54) in (5.53) yield

$$
\begin{equation*}
\mathbb{E}\left[\left|\bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)-\bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right] \leq \frac{C}{\varepsilon^{d+1} \sqrt{n}}, \quad s \in[0, T] . \tag{5.56}
\end{equation*}
$$

With very similar arguments as those used to obtain (5.56) (i.e. decomposition (5.53) and inequalities (5.39), (5.40), we obtain for all $s \in[0, T]$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\nabla \bar{u}_{s}^{\varepsilon, N}\left(\bar{\xi}_{s}^{i}\right)-\nabla \bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right|\right] \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+2}} \leq \frac{C}{\varepsilon^{d+2} \sqrt{n}} \tag{5.57}
\end{equation*}
$$

Gathering (5.57), (5.56) and (5.52) in (5.51) gives

$$
\begin{equation*}
C_{t}^{i, \varepsilon, N, n} \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+2}} \leq \frac{C}{\varepsilon^{d+2} \sqrt{n}} \tag{5.58}
\end{equation*}
$$

Finally, injecting (5.58), (5.50) and (5.49) in (5.45), we obtain for all $t \in[0, T]$,

$$
\begin{equation*}
\mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right] \leq C\left(\frac{1}{\varepsilon^{d+2} \sqrt{n}}+\frac{1}{\varepsilon^{d+1}} \int_{0}^{t} \mathbb{E}\left[\left\|\gamma_{s}^{\varepsilon, N}-\bar{\gamma}_{s}^{\varepsilon, N}\right\|_{T V}\right] d s\right) \tag{5.59}
\end{equation*}
$$

Gronwall's lemma applied to the function $t \in[0, T] \mapsto \mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right]$ implies

$$
\begin{equation*}
\mathbb{E}\left[\left\|\gamma_{t}^{\varepsilon, N}-\bar{\gamma}_{t}^{\varepsilon, N}\right\|_{T V}\right] \leq \frac{C}{\varepsilon^{d+2} \sqrt{n}} e^{\frac{C}{\varepsilon^{d+1}}}, \quad t \in[0, T] \tag{5.60}
\end{equation*}
$$

The result follows by injecting (5.60) in (5.44).
The particle algorithm used to simulate the dynamics (5.31) consists of the following steps.
Initialization for $k=0$.

1. Generate $\left(\bar{\xi}_{0}^{i}\right)_{i=1, . ., N}$ i.i.d. $\sim u_{0}(x) d x ;$
2. set $G_{0}^{i}:=1, i=1, \cdots, N$;
3. set $\bar{u}_{t_{0}}^{\varepsilon, N}(\cdot):=\left(K_{\varepsilon} * u_{0}\right)(\cdot)$.

Iterations for $k=0, \cdots, n-1$.

- For $i=1, \cdots N$, $\operatorname{set} \bar{\xi}_{t_{k+1}}^{i}:=\bar{\xi}_{t_{k}}^{i}+\Phi\left(t_{k}, \bar{\xi}_{t_{k}}^{i}\right) \sqrt{\delta t} \epsilon_{k+1}^{i}+g\left(t_{k}, \bar{\xi}_{t_{k}}^{i}\right) \delta t$, where $\left(\epsilon_{k}^{i}\right)_{k=1, \cdots n}^{i=1, \cdots, N}$ is a sequence of i.i.d centered and standard Gaussian variables;
- for $i=1, \cdots N$, set $G_{k+1}^{i}:=G_{k}^{i} \times \exp \left(\Lambda\left(t_{k}, \bar{\xi}_{k}^{i}, \bar{u}_{t_{k}}^{\varepsilon, N}\left(\bar{\xi}_{t_{k}}^{i}\right), \nabla \bar{u}_{t_{k}}^{\varepsilon, N}\left(\bar{\xi}_{t_{k}}^{i}\right)\right) \delta t\right)$;
- set $\bar{u}_{t_{k+1}}^{\varepsilon, N}(\cdot)=\frac{1}{N} \sum_{i=1}^{N} G_{k+1}^{i} \times K_{\varepsilon}\left(\cdot-\bar{\xi}_{t_{k+1}}^{i}\right)$.

Remark 5.8. Observe that each particle evolves independently without any interaction by contrast to the case considered in [17, 16]. However, since the evaluation of the function $\bar{u}^{\varepsilon, N}$ at any point $\left(t_{k}, \bar{\xi}_{t_{k}}^{i}\right)$ requires to sum up $N$ terms, involving the whole particle system, the complexity of the algorithm is still of order $n N^{2}$.

## 6 Numerical simulations

The aim of this section is to illustrate the performances of the original numerical scheme proposed in previous section to approximate the solution of semilinear PDEs (1.1) and inspect to what extent this approach remains valid out of Assumption 3. Following [8], we consider two types of semilinear PDEs, for which a semi-explicit expression of the solution is available: the one dimensional Burgers equation and the $d$ dimensional KPZ equation.

### 6.1 Burgers equation

Let $u_{0}$ be a probability density on $\mathbb{R}$ and $U_{0}=\int_{-\infty}^{*} u_{0}(y) d y$. Let us consider the viscid Burgers equation in dimension $d=1$, given by

$$
\left\{\begin{array}{l}
\partial_{t} u=\frac{\nu^{2}}{2} \partial_{x x} u-u \partial_{x} u, \quad(t, x) \in[0, T] \times \mathbb{R}, \nu>0  \tag{6.1}\\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

It is well-known (see e.g. [8]) that (6.1) admits a unique classical solution if $u_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$. Using the so-called Cole-Hopf transformation, the solution $u$ admits the semi-explicit formula

$$
\begin{equation*}
u(t, x)=\frac{\mathbb{E}\left[u_{0}\left(x+\nu B_{t}\right) e^{-\frac{U_{0}\left(x+\nu B_{t}\right)}{\nu^{2}}}\right]}{\mathbb{E}\left[e^{-\frac{U_{0}\left(x+\nu B_{t}\right)}{\nu^{2}}}\right]}, \quad(t, x) \in[0, T] \times \mathbb{R}, \tag{6.2}
\end{equation*}
$$

where $B$ denotes the real-valued standard Brownian motion. Integrating against test functions in space it is not difficult to show that the classical solution $u$ is also a weak solution of (1.1) with

$$
\Phi=\nu, g \equiv 0, \Lambda(t, x, y, z)=z
$$

Apparently our Assumption 2 is not fulfilled, at least for what concerns $\Lambda$. However choosing $u_{0}$ being a bounded probability density, it is not difficult to show that there exists $M>0$ such that $u$ is a solution of the subsidiary equation of type (1.1) with $\Phi \equiv \nu, \Lambda(t, x, y, z):=\Lambda_{M}(z)$ where $\Lambda_{M}: \mathbb{R} \rightarrow \mathbb{R}$ is a smooth bounded function such that $\Lambda_{M}(z)=z$ if $|z| \leq M$ and $\Lambda_{M}(z)=0$ if $|z|>M+1$. In this case Assumption 3 is fulfilled for the subsidiary equation.

In our numerical tests, we have implemented the time discretized particle scheme (5.31) with the following values of parameters $\Phi(t, x):=\nu, g(t, x):=0, \Lambda(t, x, y, z):=z$, in order to approximate the solution of (6.1).

### 6.2 KPZ (deterministic) equation

This PDE makes sense in dimension $d \geq 1$. Through this second example, we want to give some empirical evidences that the convergence of $u^{\varepsilon, N}$ to $u$, when $N \rightarrow+\infty$ and $\varepsilon \rightarrow 0$, remains valid even when our assumptions are not fulfilled. Let us consider the KPZ equation

$$
\left\{\begin{array}{l}
\partial_{t} u=\frac{\nu^{2}}{2} \Delta u+|\nabla u|^{2}, \quad \text { for any }(t, x) \in[0, T] \times \mathbb{R}^{d}  \tag{6.3}\\
u(0, d x)=u_{0}(x) d x,
\end{array}\right.
$$

where $\Delta$ denotes as usual the Laplace operator and we recall that $|\cdot|$ denotes the Euclidean norm on $\mathbb{R}^{d}$. Using again the Cole-Hopf transformation, the solution $u$ admits the semi-explicit formula

$$
\begin{equation*}
u(t, x)=\log \left(\mathbb{E}\left[e^{u_{0}\left(x+\sigma B_{t}\right)}\right]\right) \tag{6.4}
\end{equation*}
$$

where $B$ denotes a $\mathbb{R}^{d}$-valued standard Brownian motion. We suppose here that the initial condition $u_{0}$ is chosen strictly positive which ensures $u(t, x) \neq 0$ for all $(t, x) \in[0, T] \times \mathbb{R}^{d}$. Indeed we have $e^{u(t, x)}=$ $\mathbb{E}\left[e^{u_{0}\left(x+\sigma B_{t}\right)}\right] \geq 1+\mathbb{E}\left[u_{0}\left(x+\sigma B_{t}\right)\right]>1$ for all $(t, x) \in[0, T] \times \mathbb{R}^{d}$. We remark that a strictly positive function $u$ is solution of (6.3) if and only if it is a solution of equation

$$
\left\{\begin{array}{l}
\partial_{t} u=\frac{\nu^{2}}{2} \Delta u+u \Lambda(t, x, u, \nabla u), \quad(t, x) \in[0, T] \times \mathbb{R}^{d}  \tag{6.5}\\
\Lambda(t, x, y, z):=\frac{|z|^{2}}{y}, \quad \text { for any }(t, x, y, z) \in[0, T] \times \mathbb{R}^{d} \times(0,+\infty) \times \mathbb{R}^{d} \\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

Notice that $\Lambda$ here is clearly not Lipschitz and then it does not satisfy Assumption 3. However, in our numerical tests, we have implemented the time discretized particle scheme (5.31) with the following choice of parameters $\Phi(t, x):=\nu, g(t, x):=0$ and $\Lambda(t, x, y, z):=\frac{|z|^{2}}{y}$, to approximate the solution of (6.5).

### 6.3 Details of the implementation

In our figures, we have reported an approximation of the $L^{1}$-mean error committed by our numerical scheme (5.31) at the terminal time $T$. This error is approximated by Monte Carlo simulations as

$$
\begin{equation*}
\mathbb{E}\left[\left\|u_{T}^{\varepsilon, N}-u_{T}\right\|_{1}\right] \approx \frac{1}{M Q} \sum_{i=1}^{M} \sum_{j=1}^{Q}\left|u_{T}^{\varepsilon, N, i}\left(X^{j}\right)-\hat{u}_{T}\left(X^{j}\right)\right| u_{0}^{-1}\left(X^{j}\right), \quad \text { where } \tag{6.6}
\end{equation*}
$$

- $\left(u_{T}^{\varepsilon, N, i}\right)_{i=1, \cdots, M=100}$ are i.i.d. estimates based on $M$ i.i.d. particle systems;
- $\left(X^{j}\right)_{j=1, \cdots, Q=1000}$ are i.i.d $\mathbb{R}^{d}$-valued random variables (independent of the particles defining $\left.\left(u_{T}^{\varepsilon, N, i}\right)_{i=1, \cdots, M=100}\right)$, with common density $u_{0}$;
- $\hat{u}_{T}$ denotes a Monte Carlo estimation of the exact solution, $u_{T}$, with 10000 simulations approximating the expectation formulas (6.2) for the Burgers equation and (6.4) for the KPZ equation.

The parameters of the problem in both cases (Burgers and KPZ) are $T=0.1, \nu=0.1$, with the centered and standard Gaussian distribution as initial condition i.e. $u_{0}(x) d x \sim \mathcal{N}\left(0, I_{d}\right)$.
Concerning the parameters of our numerical scheme, $n=10$ time steps and $K=\phi^{d}$ with $\phi^{d}$ being the standard and centered Gaussian density on $\mathbb{R}^{d}$. To illustrate the trade-off condition (see (5.12)) between $N$ and $\varepsilon$, several values have been considered for the number particles $N=1000,3162,10000,31623,50000$ and for the regularization parameter $\varepsilon=0.1,0.2,0.3,0.4,0.5,0.6$.

### 6.4 Simulations results

We have reported the estimated $L^{1}$ error committed by our approximation scheme (5.31) on Figure 11 for the Burgers equation (6.1) and on Figure 2 for the KPZ equation (6.3). Those results illustrate perfectly the tradeoff stated in (5.36) deriving from our theoretical bounds of the approximation error. Indeed, in both cases, one can observe on the left graphs that the error decreases with the number of particles, at a rate $N^{-1 / 2}$. However, when the regularization parameter $\varepsilon$ is large, the major part of the error is due to $\varepsilon$ so that the impact of increasing $N$ is rapidly negligible. On the right graphs, one can observe that the decrease of $\varepsilon$ to zero should be carefully adjusted to the increase of $N$ at an optimal rate which empirically corresponds to the evolution of the minimum of each curve with $N$.


Figure 1: $L^{1}$ error as a function of the number of particles, $N$, (on the left graph) and the mollifier window width, $\epsilon$, (on the right graph), for the Burgers equation (6.1), dimension $d=1$.


Figure 2: $L^{1}$ error as a function of the number of particles, $N$, (on the left graph) and the mollifier window width, $\epsilon$, (on the right graph), for the KPZ equation (6.3), dimension $d=5$.

## 7 Appendix

### 7.1 General inequalities

If $f$ is a probability density on $\mathbb{R}^{d}, I(f)$ denotes the quantity $I(f):=\int_{\mathbb{R}^{d}}|x|^{d+1} f(x) d x$.
Lemma 7.1 (Multidimensional Carlson's inequality). Let $f$ be a probability density on $\mathbb{R}^{d}$ such that $I(f)<\infty$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \sqrt{f(x)} d x \leq A_{d} I(f)^{\frac{d}{2(d+1)}} \quad \text { where } \quad A_{d}=\left(\frac{(2 \pi)^{\frac{d+1}{2}}}{\Gamma\left(\frac{d+1}{2}\right)}\right)^{1 / 2} \tag{7.1}
\end{equation*}
$$

We refer to [14], where a more precise estimate is proved. From Carlson's inequality, we deduce the following lemma.

Lemma 7.2. Let $G$ and $f$ be two probability densities defined on $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
I(G)<\infty, \quad \text { and } \quad I(f)<\infty \tag{7.2}
\end{equation*}
$$

Then for any strictly positive real $\varepsilon \leq(1 / I(G))^{\frac{1}{d+1}}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \sqrt{\left(G_{\varepsilon} * f\right)(x)} d x \leq 2^{\frac{d}{2}} A_{d}[1+I(f)] \quad \text { where } \quad A_{d}=\left(\frac{(2 \pi)^{\frac{d+1}{2}}}{\Gamma\left(\frac{d+1}{2}\right)}\right)^{1 / 2} \tag{7.3}
\end{equation*}
$$

where $G_{\varepsilon}(\cdot):=\frac{1}{\varepsilon^{d}} G(\dot{\dot{\varepsilon}})$.
Proof. By Carlson's inequality (7.1) we have

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \sqrt{\left(G_{\varepsilon} * f\right)(x)} d x \leq A_{d}\left[I\left(G_{\varepsilon} * f\right)\right]^{\frac{d}{2(d+1)}} \tag{7.4}
\end{equation*}
$$

Then, by Minkowski's inequality,

$$
\begin{aligned}
{\left[I\left(G_{\varepsilon} * f\right)\right]^{\frac{1}{d+1}} } & =\left[\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|x|^{d+1} G_{\varepsilon}(x-y) f(y) d y d x\right]^{\frac{1}{d+1}} \\
& =\left[\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|y+u \varepsilon|^{d+1} G(u) f(y) d y d u\right]^{\frac{1}{d+1}} \\
& \leq I(f)^{\frac{1}{d+1}}+\varepsilon I(G)^{\frac{1}{d+1}}
\end{aligned}
$$

Since $x \in \mathbb{R}^{+} \mapsto x^{d}$ is convex, it follows

$$
I\left(G_{\varepsilon} * f\right)^{\frac{d}{2(d+1)}} \leq 2^{\frac{d-1}{2}}\left[[I(f)]^{\frac{d}{+1}}+\varepsilon^{d}[I(G)]^{\frac{d}{d+1}}\right]^{\frac{1}{2}}
$$

Hence, as soon as $\varepsilon \leq(1 / I(G))^{\frac{1}{d+1}}$, we have

$$
\begin{equation*}
\left[I\left(G_{\varepsilon} * f\right)\right]^{\frac{d}{2(d+1)}} \leq 2^{\frac{d}{2}}[1+I(f)] \tag{7.5}
\end{equation*}
$$

which, owing to (7.4), concludes the proof.
Lemma 7.3. Let $H$ be a density kernel on $\mathbb{R}^{d}$ satisfying

$$
\begin{equation*}
H \geq 0, \int_{\mathbb{R}^{d}} H(x) d x=1, \quad \int_{\mathbb{R}^{d}} x H(x) d x=0 \tag{7.6}
\end{equation*}
$$

Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a real-valued function. For any $\varepsilon>0$, we consider the function $H_{\varepsilon}$ given by

$$
\begin{equation*}
H_{\varepsilon}(\cdot):=\frac{1}{\varepsilon^{d}} H\left(\frac{\dot{\varepsilon}}{\varepsilon}\right) \tag{7.7}
\end{equation*}
$$

If $a:=\frac{1}{2} \int_{\mathbb{R}^{d}}|x|^{2} H(x) d x<\infty\left(\right.$ resp. $\left.\tilde{a}:=\int_{\mathbb{R}^{d}}|x| H(x) d x<\infty\right)$ and $f \in W^{2, p}$ (resp. $f \in W^{1, p}$ ) for some integer $p \geq 1$, then for any $\varepsilon>0$,

$$
\begin{gather*}
\left\|H_{\varepsilon} * f-f\right\|_{p} \leq \varepsilon^{2} a \sum_{i, j=1}^{d}\left\|\partial_{i} \partial_{j} f\right\|_{p}  \tag{7.8}\\
\left(\text { resp. }\left\|H_{\varepsilon} * f-f\right\|_{p} \leq \varepsilon \tilde{a} \sum_{i=1}^{d}\left\|\partial_{i} f\right\|_{p}\right) . \tag{7.9}
\end{gather*}
$$

Proof. The proof is modeled on [14] and it is only written in the case $f \in W^{2, p}$. The case $f \in W^{1, p}$ follows exactly the same reasoning. We omit the corresponding details.
For $\varepsilon>0$ and any integer $1 \leq i<j \leq d$ let us introduce the real-valued function $L_{\varepsilon}^{i, j}$ defined on $\mathbb{R}^{d}$ with values in $\overline{\mathbb{R}}_{+}$, associated with $H$ such that for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
L_{\varepsilon}^{i, j}(x)=\frac{x_{i} x_{j}}{\varepsilon^{2}} \int_{0}^{1} \frac{1-t}{t^{2}} H_{\varepsilon t}(x) d t \tag{7.10}
\end{equation*}
$$

where $x_{i}$ is the $i$-th coordinate of $x$ and $H_{t}$ given by (7.7). Observe that, for any $\varepsilon>0,1 \leq i<j \leq d$,

$$
\begin{equation*}
\left\|L_{\varepsilon}^{i, j}\right\|_{1}=\int_{\mathbb{R}^{d}}\left|L_{\varepsilon}^{i, j}(x)\right| d x \leq a \tag{7.11}
\end{equation*}
$$

which implies that $L_{\varepsilon}^{i, j}<\infty$ a.e.
Developing $f$ according to the Lagrange expansion up to order two, yields, for almost all $(x, y) \in\left(\mathbb{R}^{d}\right)^{2}$,

$$
f(x-y)=f(x)-\sum_{i=1}^{d}\left(\partial_{i} f\right)(x) y_{i}+\sum_{i, j=1}^{d} \int_{0}^{1}(1-t) \partial_{i} \partial_{j} f(x-t y) y_{i} y_{j} d t
$$

Integrating this expression against $H_{\varepsilon}$ w.r.t. $y$ and using the symmetry of $H$, yields for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{align*}
\left(H_{\varepsilon} * f\right)(x)-f(x) & =\int_{\mathbb{R}^{d}}[f(x-y)-f(x)] H_{\varepsilon}(y) d y \\
& =\sum_{i, j=1}^{d} \int_{\mathbb{R}^{d}} \int_{0}^{1}(1-t) \partial_{i} \partial_{j} f(x-t y) y_{i} y_{j} d t H_{\varepsilon}(y) d y \\
& =\varepsilon^{2} \sum_{i, j=1}^{d} \int_{\mathbb{R}^{d}} \partial_{i} \partial_{j} f(x-u) \frac{u_{i} u_{j}}{\varepsilon^{2}} \int_{0}^{1} \frac{1-t}{t^{2}} H_{\varepsilon t}(u) d t d u \\
& =\varepsilon^{2} \sum_{i, j=1}^{d}\left(L_{\varepsilon}^{i, j} *\left(\partial_{i} \partial_{j} f\right)\right)(x) \tag{7.12}
\end{align*}
$$

Taking the $L^{p}$ norm in equality (7.12), Young's inequality yields

$$
\left\|H_{\varepsilon} * f-f\right\|_{p} \leq \varepsilon^{2} \sum_{i, j=1}^{d}\left\|\partial_{i} \partial_{j} f\right\|_{p}\left\|L_{\varepsilon}^{i, j}\right\|_{1}
$$

which gives the result by recalling (7.11).

### 7.2 About transition kernels

In the following lemma, we state well-known technical properties about the transition probability function of a diffusion process. All the statements below are established in [9].

Lemma 7.4. We assume here the validity of Assumption 2 Consider a stochastic process $Z$, solution of the SDE

$$
\begin{equation*}
Z_{t}=Z_{0}+\int_{0}^{t} \Phi\left(s, Z_{s}\right) d W_{s}+\int_{0}^{t} g\left(s, Z_{s}\right) d s \tag{7.13}
\end{equation*}
$$

with $Z_{0}$ a random variable admitting a bounded density $u_{0} . P\left(s, x_{0}, t, \Gamma\right)$ denotes its transition probability function, for all $\left(s, x_{0}, t, \Gamma\right) \in[0, T] \times \mathbb{R}^{d} \times[0, T] \times \mathcal{B}\left(\mathbb{R}^{d}\right)$. The following statements hold.

1. The transition probability function $P$ admits a density, i.e. there exists a Borel function $p:\left(s, x_{0}, t, x\right) \mapsto$ $p\left(s, x_{0}, t, x\right)$ such that for all $\left(s, x_{0}, t\right) \in[0, T] \times \mathbb{R}^{d} \times[0, T]$,

$$
\begin{equation*}
P\left(s, x_{0}, t, \Gamma\right)=\int_{\Gamma} p\left(s, x_{0}, t, x\right) d x \quad, \quad \Gamma \in \mathcal{B}\left(\mathbb{R}^{d}\right) \tag{7.14}
\end{equation*}
$$

2. The function $p$ satisfies (in the classical sense) Kolmogorov backward $(B)$ and forward $(F)$ equations: i.e. $\left(s, x_{0}\right) \mapsto p\left(s, x_{0}, x, t\right)$ belongs to $C^{1,2}\left(\left[0, t\left[\times \mathbb{R}^{d}, \mathbb{R}\right)\right.\right.$ and satisfies

$$
(B)\left\{\begin{array}{l}
\partial_{s} p+L_{s} p=0, \quad 0 \leq s<t \leq T  \tag{7.15}\\
p\left(s, x_{0}, t, x\right) \underset{s \uparrow t}{\longrightarrow} \delta_{x}, \text { weakly }
\end{array}\right.
$$

where for $s \in[0, T], \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), L_{s} \varphi$ has been defined in (2.6); $(t, x) \mapsto p\left(s, x_{0}, t, x\right)$ is in $\left.\left.C^{1,2}(] s, T\right] \times \mathbb{R}^{d}, \mathbb{R}\right)$ and satisfies

$$
(F)\left\{\begin{array}{l}
\partial_{t} p=L_{t}^{*} p, \quad 0 \leq s<t \leq T  \tag{7.16}\\
p\left(s, x_{0}, t, x\right) \underset{t \downarrow s}{\longrightarrow} \delta_{x_{0}}, \text { weakly }
\end{array}\right.
$$

where for $t \in[0, T]$, for $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right), L_{t}^{*} \varphi$ has been defined by (2.7).
In particular, $p$ is twice continuously differentiable w.r.t. $x_{0}$ and $x$.
3. There exist real constants $C_{u}, c_{u}>0$ such that, for $0 \leq s<t \leq T,\left(x_{0}, x\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ and for all multi-index $m:=\left(m_{1}, m_{2}\right)$ whose length $|m|:=m_{1}+m_{2}$ is less or equal to 2 , we have

$$
\begin{equation*}
\left|\frac{\partial^{m_{1}}}{\partial z_{i}} \frac{\partial^{m_{2}}}{\partial x_{j}} p(s, z, t, x)\right| \leq \frac{C_{u}}{(t-s)^{\frac{d+|m|}{2}}} e^{-c_{u} \frac{|x-z|^{2}}{t-s}}, \quad 0 \leq s<t \leq T,(z, x) \in\left(\mathbb{R}^{d}\right)^{2} \tag{7.17}
\end{equation*}
$$

In particular, there exists a constant $C>0$ (only depending on $C_{u}, c_{u}$ ) such that for all $t \in[0, T]$, the law density $p_{t}$ of $Y_{t}$ satisfies

$$
\begin{equation*}
\left\|p_{t}\right\|_{\infty} \leq C\left\|u_{0}\right\|_{\infty} \tag{7.18}
\end{equation*}
$$

where $p_{t}$ is given by $\int_{\mathbb{R}^{d}} p\left(0, x_{0}, t, x\right) u_{0}\left(x_{0}\right) d x_{0}$.
Proof. Under Assumption2 the results are a result of Theorems 4.6, 4.7, Section 4 and Theorem 5.4, Section 5 in Chapter 6 in [9].

### 7.3 Proof of technicalities of Section 3

We give in this section the proof of Lemma 3.4
Proof of Lemma 3.4 We only prove the direct implication since the converse follows easier with similar arguments. Without restriction of generality, we can assume that $T=N \tau$ for some integer $N \in \mathbb{N}$. The aim is to prove, for all $n \in\{1, \cdots, N\}$,

$$
\left(H_{n}\right)\left\{\begin{array}{l}
\mu(t, d x)=\int_{\mathbb{R}^{d}} P\left(0, x_{0}, t, d x\right) u_{0}\left(d x_{0}\right)+\int_{0}^{t} d s \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) \tilde{\Lambda}\left(s, x_{0}\right) \mu\left(s, d x_{0}\right),  \tag{7.19}\\
\text { for all } t \in[0, n \tau]
\end{array}\right.
$$

We are going to proceed by induction on $n$. For $n=1$, formula (7.19) follows from (3.13) by taking $k=0$. We suppose now that $\left(H_{n-1}\right)$ holds for some integer $n \geq 1$. Then, by taking $t=(n-1) \tau$ in the first line
equation of (7.19), it follows immediately that

$$
\begin{equation*}
\mu\left((n-1) \tau, d x_{0}\right)=\int_{\mathbb{R}^{d}} P\left(0, \widetilde{x_{0}},(n-1) \tau, d x_{0}\right) u_{0}\left(d \widetilde{x_{0}}\right)+\int_{0}^{(n-1) \tau} d s \int_{\mathbb{R}^{d}} P\left(s, \widetilde{x_{0}},(n-1) \tau, d x_{0}\right) \tilde{\Lambda}\left(s, \widetilde{x_{0}}\right) \mu\left(s, d \widetilde{x_{0}}\right) \tag{7.20}
\end{equation*}
$$

On the other hand, since (3.13) is valid for all $t \in[(n-1) \tau, n \tau]$ by plugging $k=n-1$, we obtain

$$
\begin{equation*}
\mu(t, d x)=\int_{\mathbb{R}^{d}} P\left((n-1) \tau, x_{0}, t, d x\right) \mu\left((n-1) \tau, d x_{0}\right)+\int_{(n-1) \tau}^{t} d s \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) \tilde{\Lambda}\left(s, x_{0}\right) \mu\left(s, d x_{0}\right) \tag{7.21}
\end{equation*}
$$

for all $t \in[(n-1) \tau, n \tau]$. Inserting (7.20) in (7.21) yields

$$
\begin{align*}
\mu(t, d x)= & \int_{\mathbb{R}^{d}} u_{0}\left(d \widetilde{x_{0}}\right) \int_{\mathbb{R}^{d}} P\left(0, \widetilde{x_{0}},(n-1) \tau, d x_{0}\right) P\left((n-1) \tau, x_{0}, t, d x\right) \\
& +\int_{0}^{(n-1) \tau} d s \int_{\mathbb{R}^{d}} \mu\left(s, d \widetilde{x_{0}}\right) \tilde{\Lambda}\left(s, \widetilde{x_{0}}\right) \int_{\mathbb{R}^{d}} P\left(s, \widetilde{x_{0}},(n-1) \tau, d x_{0}\right) P\left((n-1) \tau, x_{0}, t, d x\right) \\
& +\int_{(n-1) \tau}^{t} d s \int_{\mathbb{R}^{d}} P\left(s, x_{0}, t, d x\right) \tilde{\Lambda}\left(s, x_{0}\right) \mu\left(s, d x_{0}\right), t \in[(n-1) \tau, n \tau] . \tag{7.22}
\end{align*}
$$

Invoking the Chapman-Kolmogorov equation satisfied by the transition probability function $P\left(s, x_{0}, t, d x\right)$ (see e.g. expression (2.1) in Section 2.2, Chapter 2 in [21]), we have

$$
\begin{equation*}
P\left(s, \widetilde{x_{0}}, t, d x\right)=\int_{\mathbb{R}^{d}} P\left(s, \widetilde{x_{0}}, \theta, d z\right) P(\theta, z, t, d x), \quad s<\theta<t,\left(\widetilde{x_{0}}, z\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \tag{7.23}
\end{equation*}
$$

Applying (7.23) with $\theta=(n-1) \tau$, it follows that for all $t \in[0, n \tau]$,

$$
\begin{align*}
\mu(t, d x)= & \int_{\mathbb{R}^{d}} u_{0}\left(d \widetilde{x_{0}}\right) P\left(0, \widetilde{x_{0}}, t, d x\right) \\
& +\int_{0}^{t} d s \int_{\mathbb{R}^{d}} P\left(s, \widetilde{x_{0}}, t, d x\right) \tilde{\Lambda}\left(s, \widetilde{x_{0}}\right) \mu\left(s, d \widetilde{x_{0}}\right) \tag{7.24}
\end{align*}
$$

This shows that $\left(H_{n}\right)$ holds.

### 7.4 Technicalities related to Section 5

Proof of Lemma 5.7. Let us fix $\varepsilon>0, N \in \mathbb{N}^{\star}, t \in[0, T]$. We first recall that for almost all $x \in \mathbb{R}^{d}$,

$$
\left\{\begin{array}{l}
u_{t}^{\varepsilon, N}(x)=\frac{1}{N} \sum_{i=1}^{N} K_{\varepsilon}\left(y-\xi_{t}^{i}\right) V_{t}\left(\xi^{i}, u^{\varepsilon, N}\left(\xi^{i}\right), \nabla u^{\varepsilon, N}\left(\xi^{i}\right)\right)  \tag{7.25}\\
\bar{u}_{t}^{\varepsilon, N}(x)=\frac{1}{N} \sum_{i=1}^{N} K_{\varepsilon}\left(x-\bar{\xi}_{t}^{i}\right) \bar{V}_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)
\end{array}\right.
$$

for which $V_{t}$ (resp. $\bar{V}_{t}$ ) is given by (2.1) (resp. (5.32)).
Let us fix $i \in\{1, \cdots, N\}$.

- Proof of (5.39). The proof of the two inequalities (5.39) is almost the same. That is why we only give details for the proof of the first inequality.

From the second line equation of (7.25), we have

$$
\begin{align*}
\left|\bar{u}_{r(t)}^{\varepsilon, N}(x)-\bar{u}_{r(t)}^{\varepsilon, N}(y)\right| & \leq \frac{1}{N} \sum_{i=1}^{N}\left|K_{\varepsilon}\left(x-\bar{\xi}_{r(t)}^{i}\right)-K_{\varepsilon}\left(y-\bar{\xi}_{r(t)}^{i}\right)\right| \bar{V}_{r(t)}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right) \\
& \leq \frac{e^{M_{\Lambda} T}}{N \varepsilon^{d+1}} \sum_{i=1}^{N} L_{K}|x-y| \\
& \leq \frac{e^{M_{\Lambda} T} L_{K}}{\varepsilon^{d+1}}|x-y| \tag{7.26}
\end{align*}
$$

where for the second step above, we have used the fact that $K$ is in particular Lipschitz. The same arguments lead also to

$$
\begin{equation*}
\left|\nabla_{x} \bar{u}_{r(t)}^{\varepsilon, N}(x)-\nabla_{x} \bar{u}_{r(t)}^{\varepsilon, N}(y)\right| \leq \frac{e^{M_{\Lambda} T} L_{\nabla K}}{\varepsilon^{d+2}}|x-y| \tag{7.27}
\end{equation*}
$$

which ends the proof of (5.39).

- Proof of 5.40. From

$$
\begin{equation*}
\bar{u}_{t}^{\varepsilon, N}(x)=\frac{1}{N} \sum_{i=1}^{N} K_{\varepsilon}\left(x-\bar{\xi}_{t}^{i}\right) \bar{V}_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right), \quad x \in \mathbb{R}^{d} \tag{7.28}
\end{equation*}
$$

we deduce, for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{align*}
\left|\bar{u}_{t}^{\varepsilon, N}(x)-\bar{u}_{r(t)}^{\varepsilon, N}(x)\right| \leq & \frac{e^{M_{\Lambda} T}}{N} \sum_{i=1}^{N}\left|K_{\varepsilon}\left(x-\bar{\xi}_{t}^{i}\right)-K_{\varepsilon}\left(x-\bar{\xi}_{r(t)}^{i}\right)\right| \\
& +\frac{\|K\|_{\infty}}{N \varepsilon^{d}} \sum_{i=1}^{N}\left|\bar{V}_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)-\bar{V}_{r(t)}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right)\right| \tag{7.29}
\end{align*}
$$

We remark that $K$ is Lipschitz and we deonte the related constant by $L_{K}$. We then obtain, for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{align*}
\left|\bar{u}_{t}^{\varepsilon, N}(x)-\bar{u}_{r(t)}^{\varepsilon, N}(x)\right| \leq & \frac{L_{K} e^{M_{\Lambda} T}}{N \varepsilon^{d+1}} \sum_{i=1}^{N}\left|\bar{\xi}_{t}^{i}-\bar{\xi}_{r(t)}^{i}\right| \\
& +\frac{L_{\Lambda} e^{M_{\Lambda} T}\|K\|_{\infty}}{N \varepsilon^{d}} \sum_{i=1}^{N} \int_{r(t)}^{t} \Lambda\left(r(s), \bar{\xi}_{r(s)}^{i}, \bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right), \nabla_{x} \bar{u}_{r(s)}^{\varepsilon, N}\left(\bar{\xi}_{r(s)}^{i}\right)\right) d s \tag{7.30}
\end{align*}
$$

where the second term in (7.30) comes from inequality (2.3). Since $\Lambda$ is bounded, by taking the supremum w.r.t. $x$ and the expectation in both sides of inequality above we have

$$
\begin{align*}
\mathbb{E}\left[\left\|\bar{u}_{t}^{\varepsilon, N}-\bar{u}_{r(t)}^{\varepsilon, N}\right\|_{\infty}\right] \leq & \frac{L_{K} e^{M_{\Lambda} T}}{N \varepsilon^{d+1}} \sum_{i=1}^{N} \mathbb{E}\left[\left|\bar{\xi}_{t}^{i}-\bar{\xi}_{r(t)}^{i}\right|\right] \\
& +\frac{L_{\Lambda} e^{M_{\Lambda} T}\|K\|_{\infty}}{\varepsilon^{d}} M_{\Lambda} \delta t \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+1}} \tag{7.31}
\end{align*}
$$

where we have used the fact that $\mathbb{E}\left[\left|\bar{\xi}_{s}^{i}-\bar{\xi}_{r(s)}^{i}\right|^{2}\right] \leq C \delta t$, since $\Phi, g$ are bounded.
The bound of $\mathbb{E}\left[\left\|\nabla_{x} \bar{u}_{t}^{\varepsilon, N}-\nabla_{x} \bar{u}_{r(t)}^{\varepsilon, N}\right\|_{\infty}\right]$ is obtained by proceeding exactly in with the same way as
above, starting with

$$
\begin{equation*}
\frac{\partial \bar{u}_{t}^{\varepsilon, N}}{\partial x_{\ell}}(\cdot)=\frac{1}{N \varepsilon} \sum_{i=1}^{N} \frac{\partial K_{\varepsilon}}{\partial x_{\ell}}\left(\cdot-\bar{\xi}_{t}^{i}\right) \bar{V}_{t}\left(\bar{\xi}^{i}, \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right), \nabla \bar{u}^{\varepsilon, N}\left(\bar{\xi}^{i}\right)\right), l=1, \cdots, d \tag{7.32}
\end{equation*}
$$

instead of (7.28), where $x_{\ell}$ denotes the $\ell$-th coordinate of $x \in \mathbb{R}^{d}$. It follows then

$$
\begin{equation*}
\mathbb{E}\left[\left\|\nabla_{x} \bar{u}_{t}^{\varepsilon, N}-\bar{\nabla}_{x} u_{r(t)}^{\varepsilon, N}\right\|_{\infty}\right] \leq \frac{C \sqrt{\delta t}}{\varepsilon^{d+2}} \tag{7.33}
\end{equation*}
$$
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